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PREFACE TO THE FOURTH EDITION 

The present edition retains the basic outlook of the book, namely to demonstrate 
the purposive and critical approach which should be made to all experimental 
work in physics. But I have made a number of changes and additions in response 
to new experimental methods and the widespread use of computers, which I hope 
will add to its usefulness. 

Substantial changes have been made in chapter 7, in which a selection of 
techniques are analysed to show the art and craft of the experimenter. I have 
added a section on the measurement of lime and frequency, which includes an 
account of the caesium atomic clock and the present universal time scale. This is 
followed by a description of the Global Positioning System, which, based on 
atomic clocks, enables position on the surface of the Earth to be determined to 
very high precision. Timing techniques have a number of elegant and ingenious 
features, which, combined with the importance of their practical applications, 
make them instructive and interesting, both at the elementary and advanced level. 

I have added an appendix on the X2 distribution. The goodness offit test based 
on this distribution finds widespread application in the physical, biological, 
medical, and social sciences. Many students have had an introduction to the topic 
at school and have leamt to apply the formulae of the test, but I feel that valuable 
insight is gained from seeing a derivation of the distribution, which I have given 
in a not too formal manner. 

Spreadsheets are now in common use, and I have included some worked 
examples based on them. I have taken the opportunity to add to the exercises, and 
have brought some of the examples, references, and definitions of units up to 
date. 

I would like to thank Mr J. Acton, Dr C. Bergemann, Professor M. F. Collins, 
and Dr o. Kennedy for helpful discussions and for comments on the revised parts 
of the book, and Mr A. Squires both for useful comments and for providing 
Fig. E.2b. 

G. 1... SQUIRES 
July 2000 



PREFACE TO THE FIRST EDITION 

Experimental physics has occupied some of the finest intellects in the history of 
man, but the fascination of the subject is nOI always apparent in an undergraduate 
course of practical work. This book is about experimental physics and it is 
intended for undergraduates, but it does nOI describe a systematic course of 
experiments, nor is it a handbook of experimental techniques. Instead, it sets out 
to demonstrate a cereain outlook or approach to experimental work. It is intended 
as a companion to a general course of practical work. My aim is to make the 
student more critical of what he does and more aware of what can be done, and in 
this way to make the course more interesting and meaningful. 

The book is in three parIS. The first is on the statistical treatment of data. I 
have tried to give the statistical theory not as an exercise in mathematics but 
rather as a tool for experimental work. This is perhaps the most difficult part of 
the book, and the student should not worry if he does not grasp all the 
mathematical details at first. He should read through the chapters to get a general 
understanding - and then go ahead and use the results. He can always return and 
master the proofs at a later stage. The second part is on experimental methods. I 
discuss a selection of instruments. methods, and experiments with a view to 
showing the craft of the experimenter. The selection is arbitrary - though I have 
tried to illustrate the points with methods that are useful in themselves. The third 
part concerns such matters as keeping efficient records, getting arithmetic right, 
and writing good scientific English. 

The examples have been kept fairly simple. Apart from the account of the 
measurement of the magnetic moment of the electron, the level of the material is 
roughly that of a first-year undergraduate course. But I think that a wider range 
of students - from intelligent sixth-formers to research students - could benefit 
from the experimental 'awareness' that the book is trying to foster. 

The experiment to measure the magnetic moment of the electron is an advanced 
one and contains several ideas beyond those of an average first-year course. I 
have tried to give sufficient explanation to make it intelligible to someone in his 
second or third year who has had an introduction to quantum mechanics. The 
experiment is a rewarding one to study. but the whole account may be omitted at 
first reading without detriment to the understanding of the rest of the book. 

I would like to thank Professor O. R. Frisch, Professor R. G. Chambers, Mr 
E. S. Shire, Dr J. Ashmead, Dr J. R. Waldram. Dr B. D. Josephson. and Dr 



Preface 10 Ihe fi�1 edilion 

N. J. 8. A. Branson for reading the first draft of the book and making valuable 
suggestions for its improvement. I would also like to thank Messrs R. A. 
Bromley, R.  G. Courtney, B .  C.  Hamshere, H. M. C.  Rowe, B.  Scruton, D.  R.  
Weaver, and M. A. G.  Willson who read parts of the first draft and made many 
useful comments from the user's point of view. Finally, I wish to express my 
indebtedness to all the undergraduates who have passed through the first-year 
Mechanics. Heat, and Optics Class at the Cavendish Laboratory in the past ten 
years. They have taught me much about errors - in every sense of the word. 

O. l.. SQUIRES 
September 1967 
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The object of practical physics 

This book is intended to help you to do practical physics at college or university: 
its aim is to make the laboratory work more useful and profitable. We may start 
by asking what is the object of laboratory work in a university physics course. 
There are several possible objects. Laboratory worK may serve 

(a) to demonstrate theoretical ideas in physics. 
(b) to provide a familiarity with apparatus, 
(c) to provide a training in how to do experiments. 

Let us consider each of these in tum. 
Seeing something demonstrated in practice is often a great help in under­

standing it. For example, interference in light is not an intuitive concept. The idea 
that two beams of light can cancel each other and give darkness takes a little 
swallowing, and most people find it helpful to be given a visual demonstration. A 
demonstration is useful for another reason - it gives an idea of orders of 
magnitude. The interference fringes are in general close together, which indicates 
that the wavelength of light is small compared with everyday objects. But the 
demonstration is no substitute for a proper explanation, which goes into the 
details of geometry and phase relations. So the first object, the demonstration of 
theoretical ideas, has a definite but limited usefulness. 

The second object is perhaps more important, but it is necessary to say exactly 
what is meant by 'apparatus' in this context. In any practical course you will 
handle a number of instruments, such as oscilloscopes, timers, thermometers, and 
so on, and the experience you gain from using them should prove useful. 
However, if you eventually do scientific work of some kind, the range of 
instruments you could conceivably work with is enormous. No practical course 
could possibly teach you to use them all. What the course should do is to train 
you to use instruments in general. There is a certain attitude of mind that an 
experimenter should adopt when handling any instrument, and this the course 
should try to instil. But this is part of the third object which is the most important 
of all. 

The phrase 'how to do experiments' may sound vague, so let us try to be more 
specific. The primary object - or set of objects - of practical physics is to train you to 



Th� obj�ct of practical physic� 

(a) plan an experiment whose precision is appropriate to its purpose, 
(b) be aware of and take steps to eliminate sys.tematic_errurs m;nc::th04s and 

instruments, 
(c) analyse the results in order to draw correct conclusions, 
(d) estimate the precision of the final result, 
(el record the measurements and calculations accurately, clearly. and 

concisely. 

All this adds up to saying that the main Object of a course in practical physics is to 
train you to be a competent experimenter. But the course can do still more. It can 
show the way physics works. 

Physics is one of the natural sciences, that is to say, it is part of our attempt to 
understand the natural world. When we are confronted by a situation in the 
natural world, the way we proceed in physics is to select what we think are the 
essential features. For example, the Greeks saw that a moving body came to rest 
and they therefore said that a force is necessary to keep a body moving. Galileo 
and Newton observed the same phenomenon, but they said that the coming to 
rest of the body is not an essential feature of the situation. In depends on friction; 
in the absence of friction a body keeps moving. If we try to do an experiment to 
test this view, we find that we cannot completely eliminate friction or other 
retarding forces, but we can make such forces small, and the smaller we make 
them the farther the body goes before coming to rest. So it is reasonable to believe 
that in the limiting case of zero friction the motion will remain unchanged as 
stated in Newton's first law. 

This is the way physics works. We select what we think are the essential features 
in an actual physical situation. From them we make a generalization, or theory, 
and from the theory, deductions. We test a deduction by doing an experiment. 
But the deduction refers to an idealized or theoretically simple situation. In order 
to test it we have to create this simple situation in the messy, complicated, natural 
world, which is often a difficult thing to do. 

In lectures you are taught the theory of the subject. The physical world is 
described in terms of the features which the current theories say are essential. 
These features tend to be the only ones you hear about, and you may well come to 
feel that they constitute the entire world, instead of a specially selected part of it. 
Moreover, everything fits together so smoothly that you can easily lose sight of 
the genius and effort that went into creating the subject. The most effective 
antidote to this is going into the laboratory and seeing the complications of real 
life. 

By doing practical physics, then, you learn at first hand some of the obstacles to 
testing a theory, to measuring what you want to measure and not something else, 
and you learn how to overcome them. But above all you get an insight into 
physics as a whole. into the way experiment and theory interact, which is the very 
essence of the subject. 



Part 1 
Statistical treatment of data- -





2 ··Introduetion to errors 

2.1 The importance of estimating errors 

When we measure a physical quantity, we do nol expect the value obtained to be 
exactly equal to the true value. II is important to give some indication of how 
close the result is likely to be 10 the true value, that is to say. some indication of 
the precision or reliability of the measurements. We do Ihis by including with the 
result an eslimate of its error. For example, we might measure the focal lengthJ of 
a lens and give the final result as 

f = (256 ± 2) mm. (2.1) 

By this we mean that we expect the [ocal length to be somewhere in the range 254 
to 258 mm. Equation (2.1) is really a probability statement. It means, not that we 
are certain thai the value lies between the limits quoted, but that our measure­
ments indicate that there is a certain probability of its doing so. In chapter 3 we 
shall make this statement more precise. 

Estimates of errors are important because without them we cannot draw 
significant conclusions from the experimental results. Suppose, for example, we 
wish to find out whether temperature has an effect on the resistance of a coil of 
wire The measured values of the resistance are 

200.025 n at 10 °c 
200.034 n at 20°C, 

Is the difference between these two values significant? Without knowing the errors 
we cannot say. If, for example, the error in each value of the resistance is 0.001 n, 
the difference is significant, whereas if the error isO.OID n, then it is not. 

Once the result of an experiment has been obtained it goes out into the world 
and becomes public property. Different people may make use of it in different 
ways. Some may use it in calculations for a practical end; others may want to 
compare it with a theoretical prediction. For example, an electrical engineer may 
want to know the resistivity of copper in order to design a transformer, while a 
solid state physicist may want to know the same quantity to test a theory of 
electrons in metals. Whatever use people make of an experimental result, they will 
want to know whether it is sufficiently precise for their purpose. If they have 
drawn some conclusions from the result, they will want to know how much 
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confidence to place'in-tlH�m. To arlswer stich ques"tiOtls; an estimate of the-error in 
the result is necessary, and it is the responsibility oflhe experimenter to provide it. 

Now although the experimenter may not be able to foresee all the possible uses 
of his resuils, he should be aware of some of them. No experiment should be done 
in a vacuum - at least not in an intellectual one. If the ellperiment is being done to 
test a theory, the experimenter should have some idea how precise the result needs 
to be in order to provide a useful comparison with the theoretical prediction. So 
the idea of using error estimates to draw conclusions from the results of an 
experiment applies also in reverse. That is to say, the purpose of the experiment 
often determines the error that can be tolerated, and this in turn may have an 
important influence on the experimental procedure. 

It might be thought that every experiment should be done as precisely as possible, 
but that is an unrealistic point of view. Life is finite, so are the experimenter's 
resources, and so also, unless he is a genius, is his capacity for taking pains. 
Therefore it is important to plan and carry out the experiment so that the precision 
of the final answer is appropriate to the ultimate object of the experiment. Suppose, 
in the example given at the beginning of this section, that we are only interested in 
the resistance of the coil because we want to use it as a standard resistance in the 
temperature range lOoe to 20 °e, and that the precision required is I part in 10 000. 
A measurement of the resistance with an error of 0.010 n would then be quite 
adequate. and to strive to reduce the error to 0.001 n would be a waste of time. On 
the other hand, to measure the resistance to only 0.05 n would be even worse 
because the measurements would be useless for their purpose. 

Just as the final result of an experiment should be obtained to an appropriate 
degree of precision, so also should the values of the various measured quantities 
within the experiment. Few experiments are so simple that the final quantity is 
measured directly. We usuai1y have to measure several primary quantities and 
bring the results together in order to obtain the quantity required. The errors in 
the primary quantities determine that in the final result. In general the primary 
errors contribute different amounts to the final error, and the latter is minimized 
if the finite resources of time, apparatus, and patience available are concentrated 
on reducing those errors that contribute most to the final error. 

So we see that the idea of errors is not something of secondary or peripheral 
interest in an experiment. On the contrary, it is related to the purpose of the 
experiment. the method of doing it, and the significance of the results. 

2.2 Systematic and random errors 

ElTors may be divided into two kinds, systematic and random. A .fystematic error 
is one which is constant throughout a set of readings." A rundom error is one 

• This definition is actually too restrictive some systematic errors are nOI constant. But in order 10 
give the basic ideas we restrict lhe discussion here to the �imple case. More generat cases arc 
cO<lsidercd in chapter 8. 
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1.1 Systematic and random errors 

11111 

'II IFIT 

True 
value 

True 
value 

Fig. 2 1 . Set of measurements (a) with random errors only and (b) with 
systematic plus random errors. Each point indicates the result of a measurement. 

which varies and which is equally likely to be positive or negative. 
Random errors are always presenl in an experiment and, in the absence of 

systematic errors, they cause successive readings to spread about the true value of 
the quantity - Fig. 2.la. If in addition a systematic error is present, the readings 
spread, not about the true value, but about some displaced value - Fig. 2.lb. 

Suppose that the period of a pendulum is measured by means of a stopclock, 
and the measurement is repeated many times. Errors in starting and stopping the 
clock, in estimating the scale divisions, small irregularities in the motion of the 
pendulum, all these cause variations in the results of successive measurements and 
may be regarded as random errors. If no other errors are present, some results 
will be too high and others too low. But if, in addition, the clock is running slow, 
all the results will be too low. This is a systematic error. 

It should be nOliced that systematic and random errors are defined according to 
whether they produce a systematic or random effect. So we cannot say thai a 
certain source of error is inherently systematic or random. Returning to the 
example, suppose that every lime we measure the period we use a different clock. 
Some clocks may be running fast and Olhers slow. BUI such inaccuracies now 
produce a random error. 

Again, some sources of error may give rise to both systematic and random 
effects. For example, in operating the clock we might not only start and stop it in 
a slightly irregular manner in relation to the molion of the pendulum, thus 
producing a random error, but we might also have a lendency to starl il too late 
and stop it too early, which would give rise to a systematic error. 

It is convenienl to make a distinction between the words accurate and precise in 
the context of errors. Thus a result is said to be accurate if it is relatively free from 
systematic error, and precise if the random error is small. 

7 
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2.3 Systematic errors 

Systematic errors often arise because the experimental arrangement is different 
from that assumed in Ihe theory, and the correelion facior which takes account of 
this difference is ignored. It is easy 10 give examples of effects that may lead 10 
systematic error. Thermal emfs in a resistance bridge, lhe resistance of the leads in 
a platinum thermometer, the effect of the exposed stem in a mercury thermo­
meter, heat losses in a calorimetric experiment, counting losses due 10 Ihe dead­
time in a particle counter are but a few. Another common source of systematic 
error is the one mentioned earlier - inaccurate apparatus. 

Random errors may be detected by repeating the measurements. Furthermore, 
by taking more and more readings we obtain from the arithmetic mean a value 
which approaches more and more closely to the true value. Neither of these 
points is true for a systematic error. Repeated measurements with the same 
apparatus neither reveal nor do they c:liminate a systematic error. For this reason 
systematic errors are potentially more dangerous than random errors. If large 
random errors are present in an experiment, they will manifest themselves in a 
large value of the final quoted error. Thus everyone is aware of the imprecision of 
the result. and no harm is done - except possibly to the ego of the experimenter 
when no one takes notice of his or her results. However, the concealed presence of 
a systematic error may lead to an apparently rc:liable result, given with a small 
estimated error. which is in fact seriously wrong. 

A classic example of this was provided by Millikan's oil.drop experiment to 
measure e, the elementary charge. In this experiment it is necessary to know the 
viscosity of air. The value used by Millikan was too low, and as a result the value 
he obtained for e was 

e = ( 1 .591 ± 0.002) x 1O-19C. 

This may be compared with the present value (Mohr and Taylor 2000) 

e = ( 1 .602 176 46 ± 0.000 000 06) x 10-19 C. 

Up till 19)0, the values of several other atomic constants, such as the Planck 
constant and the Avogadro constant. were based on Millikan's value for e and 
were consequently in error by more than !%. 

Random errors may be estimated by statistical methods, which are discussed in 
the next two chapters. Systematic errors do not lend themsc:lves to any clear-cut 
treatment. Your safest course is to regard them as effects to be discove'red and 
eliminated. There is no general rule for doing this. It is a case of thinking about 
the particular method of doing an experiment and of always being suspi�qu.§ of 
the apparatus. We shall try to point out common sources of systematic error in 
this book, but in this matter there is no substitute for experience. 



3 Treatment of a single variable 

3.1 Introduction 

Suppose we make a.set of measurements, free from systematic error, of the same 
quantity. The individual values Xt. X2. etc., vary owing to random errors, and the 
mean value x (i.e. the arithmetic average) is taken as the best value of the 
quantity. But. unless we are lucky, i will nol be equal to the true value of Ihe 
quantity, which we denote by X. The question we are going to consider is how 
close we expe<:t x to be to X. Of course we do nol know the actual error in x. If we 
did, we would correct i by the required amount and gel the right value X. The 
most we can do is to say that there is a certain probability that X lies within a 
certain range cenlred on x. The problem then is to calculate this range for some 
specified probability. 

(.( 11.1 

(b( I I 

i 
Fig. 3.1. Results of successive measurements of the same quantity. The 
mean x is expected to be closer to the true value for set (a) than for set (b). 

A clue to how we should proceed is provided by the results shown in Fig. 3.1. 
On the whole. for the results in Fig. 3.la we would expect Xto be fairly close to x; 
whereas for those in Fig. 3 . lb we would not be greatly surprised if there were 
quite a large difference. In other words. the larger the spread in the results. the 
larger we would expect the error in x to be. The whole of the present chapter is 
concerned with putting this qualitative statement on a firm quantitative basis. We 
assume throughout that no systematic errors are present. 
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Table 3,1 . Measurements of 
the resiHance R of a coil 

RIO RIO 
4.615 4.613 
4.638 4.623 
4.597 4.659 
4.634 4.623 

3.2 Set of measurements 

Denote the values of n successive measurements of the same quantity by 

XI, X2, . .  ", x,,_ (3.1) 

The number n is not necessarily large and in a typical experiment might be in the 
range 5 to 10. The mean is 

- 1 x = �LX;. (3.2) 

(Whenever the symbol L appears in the present chapter, the summation is to be 
taken from;= 1 to j = n.) 

To fix our ideas let us consider a specific experiment in which the resistance of a 
coil is measured on a bridge. The measurement is made n = 8 limes. The results 
arc: listed in Table 3.1. The mean of these values is 4.625 O. We require a quantity 
that gives a measure of the spread in the 8 values, from which we shall estimate 
the error in the mean. To define such a quantity we need to introduce: the idea of a 
distribution - one of the basK: concepts in the theory of statistics. 

3.3 Distribution of measurements 

(a) Introduction. Although we have only n actual measurements, we imagine 
that we go on making the measurements so that we end up with a very large 
number N. We may suppose N is say 10000 000. (Since: we are not actually 
making the measurements, expense is no object.) We call this hypothetical set of a 
very large number of readings a distribution. The basic idea to which we shall 
constantly return is that our actual set of n measurements i.t a random sample taken 
from the distribution of N measurements. 

We may represent any set of measurements by a histogram. This is true whether 
it be a set of a small number n of measurements or a distribution of a large 
number N. To construct a histogram we simply divide the range of measured 
values into a set of equal intervals and count how many times a measurement 
occurs in each interval. The width of the intervals is arbitrary and is chosen for 
convenience. Figure 3.2 shows a histogram for the measurements in Table 3.1. 
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Fig. 3.2. Histogram of the readings given in Table 3.1. 

f(x) 

o (x) X 
Fig. 3.3. Typical function for distribution of measurements. 

This histogram has a jagged appearance because it represents only a few values. 
However, suppose we: represent a distribution in this way. The number of 
measurements N is so large that we may make the width of the intervals very 
small and - provided the measuring instrument gives sufficiently fine readings -
still have an appreciable number of readings in each interval. If we plot, instead of 
the histogram itself, thefraction of the N readings in each interval as a function of 
the value of the measurement, we shall get a smooth curve. We may then define a 
function[(x), known as the distribution.function, whose significance is that[(x) dx 
is the fraction of the N readings that lie in the interval x to x + dx. In other words, 

[(x) dx is the probability that a single: measurement taken at random from the 
distribution will lie in the interval x to x + dx. We shall not specify the ex.act form 
of f(x) at this stage but we expect a typical distribution function to look 
something like that shown in Fig. 3.3. 

From its definitionf(x) satisfies the relation 

" 
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/:[(x) dx � 1 .  (3.3) 

Notice the infinite limits in the integral. We do not expect any measurements with 
values greatly different from the true value X in an actual experiment. In 
particular, many quantities are of a nature such that negative values are 
impossible. Therefore any function f(x) that we use to represent a distribution 
must become very small as the difference between x and X becomes large. For 
such functions no difficulty arises from the infinite limits, and they are taken for 
mathematical convenience. 

We shall use the symbol ( ) to denote an average over all the measurements in 
the distribution. An important average is the mean of the distribution 

(x) = 1: xf(x) dx. (3.4) 

Since the number of measurements in the distribution is very large, and they are 
free from systematic error, (x) may be taken as equal to the true value X. 

(b) Standard err-or in a single observation. The error in a measurement with 
value x is 

e=x-X. (3.5) 
The nns (root-mean-square) value of e for all the measurements in the distribu­
tion is denoted by (J and is known as the standard deviation of the distribution.· 
Thus (J is defined by the equation 

0' � (<') � 1: (x - X)'[(x) dx. (3.6) 

The standard deviation is a measure of the spread of the distribution, i.e. of the 
scatter of the measurements. A distribution representing a precise set of measure­
ments will be highly peaked near x = X and will have a small value for (J; while 
one representing an imprecise set will have a large scatter about X and a large 
value for (J (Fig. 3.4). We take the quantity (J as our measure of the error in a 
single observation, and it is therefore also referred to as the standard error in a 
single observation. 

(c) Standard err-or in the mean. We now proceed to define a quantity that 
specifies the error in the mean of a set of n measurements. 

Let us go back to the set of 8 measurements given in Table 3.1 .  We have said 
that they are to be regarded as a random sample taken from the distribution of 
single measurements. Imagine the distribution to be represented"""bY a bin 
containing N balls, each of which is labelled with the value of a single measure­
ment. The set of measurements in Table 3 . 1  may be regarded as the result of 

• The quantity ul is known as the "/Q,;aflct of the distribution. 
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(.) (b) 

x x 
Fig. 3.4. Distribution function/(x) for (a) a precise set of measurements (small value 
of 0), and (b) an imprecise set of measurements (large value of 0). Note that the area 
under the two curves is the same because both functions satisfy the relation (3.3). 

drawing g balls at random from the bin. Suppose now we have a second bin, 
initially empty, and a supply of blank balls. We look at our g measurements, 
calculate their mean, write the answer on a blank ball and put it in the second bin. 
We put the set of 8 single-measurement balls back into the first bin, stir the 
contents, and take out, at random, a second set of g balls. We again calculate the 
mean of the 8 values, write it on a blank ball, and put it in the second bin. We 
continue the process a large number of times, always drawing the same number, 
8, of balls from the first bin. We end up with a large number of values in the 
second bin, which represents another distribution, namely a distribution of means 
of g measurements. 

We denote the standard deviation of this distribution by Urn' We take it as our 
measure of the error in the mean of a single set of n measurements, and it is 
therefore known as the standiJrd error in the mean. 

To sum up, U is the standard deviation of the distribution of singie measure­
ments, and Urn is the standard deviation of the distribution of the means of sets of 
measurements, each set containing the same number n of single measurements. U 
represents the error in a single measurement, and Um represents the error in the 
mean of n measurements. 

(d) Relation betwten (T and (T.... There is a simple relation between 0- and Urn 
which we now prove. Consider one set of n measurements XI. . •  ,Xn. The error in 
the ith reading is 

� = �-� (3.7) 

where X is the true value of the quantity, which is of course unknown. The error 
in the mean is 

E=x-X= (!L:xi) -X= ! 2:(xl-X) =! 2:e;. 
n n n 

(3.8) 

., 
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Therefore 

£2 = � l:::er + � LL€;e;. n n , i 
(3.9) 

if.; 

This is for a single set of n measurements. Now imagine that, as before, we take 
a large number of sets, each set consisting of the same number n of single 
measurements. Each set will have its own set of values for €" ... ,ell> and its own 
value of £. Equation (3.9) will be true for each set. We add the equations for all 
the sets and then divide by the number of sets, that is to say, we average (3.9) over 
all the sets. The average of 'L,ef is lI(e2). The average of each term in the double 
sum is zero, because the errors ej and ej are independent, and the average of each 
is zero. We therefore arrive at the result 

(E') � ! (e'). 
n 

By definition 

<? � (E') ,nd a' � (,'). 

Equation (3.10) thus becomes 
U 

11m = 
In' 

(3.10) 

(3. 1 1  ) 

(3.12) 

i.e. the standard error in the meun oln observations is I/Jn times the standard error 
in a single ob.�ervation. 

The value of u depends only on the precision of the individual measurements 
and is independent of their number; whereas the value of am can be reduced by 
increasing n. However, since am decreases only as I/Jn, it becomes more and 
more unprofitable to take readings of the same quantity. Rather we should try to 
reduce Urn by reducing u, i.e. by taking a more precise set of readings in the first 
place. * 

3.4 Estimation of a and am 

(a) Standard method. We have defined the quantities u and am that we are going 
to take as our measures of the error in a single measurement and in the mean. It 
remains to show how we can calculate, or more correctly how we can best 
estimate, them from the actual measurements. We need to estimate only one of 
them, because we can then use (3.12) to obtain the other. 

The best estimate of u is !( lIn) E enl, but the errors ei come from the true 

• A splendid example of this approach is to be found in lhe experimenl to measure g precisely _ see 
section 7.3 (d) 
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value X and hence are not known. A way round the diffi�u·ltY -is "prov"ided by 
working in terms of residuals. 

The residual d; of the ith measurement is defined by 

d; = Xi - i. (3.13) 

Unlike the error, the residual is a known quantity. We denote the rms value of the 
n residuals by s, i.e. 

(3.14) 

The quantity s is called the standard deviation ojthe sample. From (3.7) and (3.8) 

Xi - x = e/ - £. 

Therefore 

, I  _ ,  I , s- = nL(x; - xt = � L(ei - £t 

= �Lef - 2£�Lei + £2 

= �Le; - £2. 

(3.15) 

(3.16) 

This is for one set of n measurements. As before, we take the average of this 
equation over a large number of sets in the distribution and obtain the result 

(3.17) 

From (3.12) and (3.17) we have 

.r = �, (>,), , - (3.18) 

.nd 

(3.19) 

The quantity (�) is not known. Our best estimate of it is .?, obtained by 
evaluating (3.14). Substituting this value and taking the square root gives 

(3.20) 

(3.21 ) 

We thus have estimates of u and Um in terms of quantities that are known.* 

• The symbol "" signifies that (3.20) and (3.21) are not strictly equations. The values of the right·hand 
sides depend on tM particular set of n measurements and arc not in general exactly equal to (t and 
0", - see section 3.7. 

' 5  
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Table 3.2. Estimation of (J and urn/or the measurements in Table 3.1 
Resista-nct .. Residual 
RIn dlmn (dfmn)l 
4.615 - 10 100 
4.638 13 169 
4.597 -28 784 
4.634 9 81 
4.613 - 1 2  14' 
4.623 -2 , 
4.659 34 1156 
4.623 -2 , 

mean = 4.625 ,"m 2442 

(b) Worked eXflmple. As an example we show how (J and Um are estimated for 
the set of measurements in Table 3.1 ,  which are listed again in the first column of 
Table 3.2. The first step is to calculate the mean, which is 4.625 Q. From the mean 
we calculate the residual of each measurement. For example, the residual of the 
first measurement is 

d1 = (4.615 - 4.625)0: = -10 mO. (3.22) 

The residuals and their squares are listed in the second and third columns of 
Table 3.2. Then 

�2 = ! 'I;'""' d2 = 
2442 x 10-6 02 S = 0.017 n, . n t... ; 8 ' 

" �  [n: J, � m\ 0 017 � 0 019 n, 
(1 0.019 Urn = 

In 
� J8 = 0.007 n. 

(3.23) 

(3.24) 

(3.25) 

The result of a set of measurements is quoted as i ± O'm. So in the present case 
our best estimate of the resistance of the coil is 

R = 4.625 ± 0.007 n. (3.26) 

(c) Programmed calculator. Calculators, programmed to calculate 0', use the 
standard method, but they do not evaluate s from (3.14) because that requires the 
value of i, which is not known until all the numbers are fed in. How�ver, there is 
an alternative expression for s that avoids

·
the difficulty. From (3.2), (3.13), and 

(3.14) we have 
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(3.27) 

Combining this with (3.20) gives 

u' � -" [� 2:: x' - (�2:: x,) '] n - I n ' n 
(3.28) 

(3.29) 

This is the ex.pression used by a calculator programmed to evaluate standard 
deviations. As the numbers X; are fed in, the calculator accumulates the values of 
L: xf and L: x;. It then uses (3.2) and (3.29) to evaluate .i and o. 

We may rewrite (3.28) as 

"' � -
"
- [X' - (x)' I ,  " - 1  

(3.30) 

where a bar over a quantity denotes the average over the set. a is usually small 
compared to i, so the difference between ;} and (.i)! is usually small compared to 
the quantities themselves. For the measurements in Table 3.2 

(3 .1 I ) 
Since these quantities are almost equal, and we require the difference between 
them, they have to be evaluated very precisely to give an adequate estimate of o. 
So the ex.pression (3.29) is suitable only for a calculator or a computer. For a 
hand calculation the method of section (b) should be used. 

(4) Deviations from a general value of x. Before leaving this section we prove 
one further result. Suppose that instead of taking the deviations of the readings 
from the mean i, as we have done so far, we take the deviations from a different 
value of x. Denote by S(x) the rms deviation of the readings taken from x, so that 

, 1 , [S(x)J = , Dx, - x) . 

Combining this equation with (3.27) we have 

]S(xl]2 - r = �L:[(Xi - x)2 - (Xi - xl) 
= ! L:(x2 - 2x;x + 2x;x _ x2) " 
= x2 _ 2.xx + 2xz _ .�2 = (x - xll, 

(3.32) 

'7 
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i,e, 

(3.33) 

This demonstrates an important result. For a given set of readings the sum of the 
squares of the deviations is a minimum when the deviations are taken from the 
mean of the set. ThaI is the reason why ; is not an unbiased estimate of (12. It is 
slightly 100 small, as (3.1 S) shows. 

3.5 The Gaussian distribution 

We have not yet specified the exact form of the distribution function f(x). The 
results derived so far are therefore independent of the distribution. However, to 
make further progress we need a specific fUnclion, and the one we shall take is 

f(x) = -;- ! exp [-(x - X)2/2u2] . 
V (211") U (3.34) 

This function, specified by the two constants X and /Y, is known as a Gaussian, and 
the distribution as a Gaussian or normal distribution. Its shape is shown in Fig. 3.5. 

, -
Fig. 3.5. The Gaussian distribution function The points of inflexion are at x =  X ±u. 

Later in the chapter we mention the reasons for choosing the Gaussian, but at 
this stage we merely note that the function 

(i) is symmetric about X, 
(ii) has its maximum value at X, 

(iii) tends mpidly to zero as I x-X 1 becomes large compared with u. 

Clearly these are reasonable properties for a function representing a distribution 
of measurements containing only random errors. 



3.6 The integral function 

Table 3.3. Some use/ul integrals/or 
the Gaussian distribution 

1: exp( -x2/2-r) d.l = J(2w)O' 

!: Xl exp( -.\.2/2(2) dl = .j{2w)03 

f: x· exp( _x2 /20'1) dx = 3J(2w)O'$ 

We show below that the constant u in (3.34) is in fact the standard deviation of 
the function - hence the choice of the symbol. The purpose of the mUltiplying 
factor 

, , 
;(2.) � 

is to make/(x) satisfy (3.3). We can see that it does so from the value of the first 
integral in Table 3.3. (The results in the table are proved in Appendix A.) Put 
X = 0, which does not affect the argument. Then 

1� " 100 
f(x) dx = �( 

- exp(-x1/'2n1) dx = l . 
-oc v 21r) u -X> 

(3.35) 

The standard deviation of the function in (3.34) is obtained from the second 
integral in Table 3.3. We continue with X = 0, By definition 

(standard deviation)l = 1: x1/(x)dx 

, ' 100 
= �( _ xl exp(_x1/'2n1) dx 

v 211') u -00 

(3.36) 

It is readily verified that the points of inflexion of the function exp( _x2/2(2) 
occur at x = ±u, a convenient result for relating the standard deviation to the 
shape ofa Gaussian. 

3.6 The integral function 

Suppose we have a symmetric distribution represented by a function f(x) for 
which X=O. We can ask what fraction q,(x) of the measurements lie within the 
range -x to x. Sincef(x) dx is by definition the fraction of readings between x 
and x + dx, q,(x) is given by 

.(x) = {f(Y) dy. (3.37) 

'9 
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fry) 

X : O  , y -
Fig. 3.6. rj,(x), the fraction of measurements within ± x, is the ratio of the 
shaded area to the total area under the distribution function/(y). 

We call ¢(x) the integralfunclion of the distribution. It is equal to the shaded area 
in Fig. 3.6 divided by the total area under the curve. 

For a Gaussian distribution with standard deviation (J 
I I f·' 

.(x) = '/(2<) ;; _, ,,p(-II2a')dY 

(3.38) 

The last line follows because the function exp(-iI2(J2) is even, i.e. it has the 
same value for -y as for '" y. The function ¢(x) depends on (J. It is convenient to 
have one table of values that can be used for all values of (J. The variable is 
therefore changed to I = yl(J. Put ;: = xl(J. Then 

4>(,) = j m [ "p(-l' 12) dt (3.39) 

The function ¢(z) must be evaluated by numerical methods. It is tabulated in 
Appendix H.I and plotted in Fig. 3.7. 

A few selected values of Ij>{z) are given in Table 3.4. The numbers in the third 
column are worth remembering. We see that about two out of three observations 
lie within ± u. About 1 in 20 of the observations lie outside 2(J, and about 1 in 400 
outside 3u. 

These results provide a quantitative basis for the statement that u..i�a.measure 
of the spread of the observations. They also provide a check that 17 has been 
estimated correctly. For a set of readings with mean i, roughly two-thirds of the 
readings should lie in the range x ± u. We can also apply the results to the 
interpretation of 17m, remembering that (Jm is the standard deviation of the 



3.6 The integral function 

Table 3.4. Values a/the Gaussian integral/unction 

z = xlq 

o 
I 
2 
l 
4 

0.5 

o 

o 
0.683 
0.954 
0.9973 
0.99994 

ApproKimate fraction 
of readings outside 
z value 

I out of I 
l 

20 
400 

16000 

2 
Z '" x/a 

3 

Fig. 3.7. The integral function 4'(z) for the Gaussian distribution. 

distribution of means of which x is a member. Thus, when we quote the result of 
the measurements as x ± Un" the implication is that, in the absence of systematic 
error, the probability that the true value of the quantity lies in the quoted range is 
roughly two-thirds. 

In addition to 0-, another quantity sometimes used to specify the error in the 
measurements is the so-called probable error. It is defined as the value of x such 
that one-half of the readings lie within x of the true value. For the Gaussian 
distribution the probable error is equal to 0.670-. There is little point in having 
two similar measures of the error, and it is obviously convenient to settle on one 
of them. Though its significance is easy to appreciate, the probable error is not a 
very fundamental quantity, and the error commonly quoted nowadays is the 
standard error. We use it throughout the present book and only mention the 
probable error because it may be encountered in older books and papers. 

" 
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3.7 The error in the error 

It was stated in section 3.4 that the best estimate of (sl) is provided by i. 
However, S2 is just the value we happen to get from the particular set ofn readings. 
It is of interest to know how ; varies from one set to another. The error in ; is 

(3.40) 

In Appendix B we show that for a Gaussian distribution the mean value of 
i (taken from a large number of sets of n readings) is [2/(n - 1)I{sl)2. Hence the 
fractional standard deviation ofi is (ll(n - 1)11, and provided n is fairly large, the 
fractional standard deviation of s is approximately half this value, i.e. 
[1/(2n - ')JI. 

The quantity 1/(2n - 2)1 is ploued against n in Fig. 3.8. The result provides a 
salutary warning against elaborate calculations of errors. Notice for example that 
for n = 9, a not insignificant number of readings, the error estimate is only good 
to I part in 4. 

0.6 

0.4 

t/(2n_2)112 

0.2 

o 

\ 

\ 

'0 20 30 

Fig. 3.8. 1/(2n - 2)!, representing the fractional standard deviation of s, 
plotted against n, the number of measurements. 

3.8 Discussion of the Gaussian distribution 

So far we have used the Gaussian function, simply noting that its algebraic form 
is suitable for a distribution of measurements with only random errors. A 
theoretical justification for the function is provided by a theorem in statistics, 
known as the central limit theorem, which shows that, if each observation is the 
result of a large number of independent errors, the distribution tends to a 
Gaussian. 



IJ . .Disc.l\ssion of the Ga.ussian distribl!tio
.
n . . 

The assumption of a Gaussian distribution is related to taking the mean of a set 
of readings as the best value of the measured quantity. The word 'best' in this 
context is defined as follows. Suppose the distribution function has the fonn 
f(x - Xl, where as usual X is the true value of the quantity. Let c be the smallest 
quantity to which the measuring instrument is sensitive. (We suppose c to be small 
- its actual value does not affect the argument.) The probability that we shall 
obtain the values XI , X2, . . , X� when we make n measurements is 

fix, - X) fix, - X) · . fix. - X) i'. (3.41) 

The best value of Xis defined to be the one which when inserted into (3.41) makes 
the quantity a maximum, i.e. it is the value which maximizes the probability of 
getting the particular set of measured values. Now it can be proved that if 
f(x - X) is a Gaussian, the best value of X is the mean of XI to X"' and conversely 
that if the best value of X is the mean, then the distribution function is a Gaussian 
(Whittaker and Robinson 1944, p. 218). 

The Gaussian is the only distribution we shall use, but this should not be taken 
to imply that all experimental distributions in physics are of this fonn. Phe· 
nomena in which a random process gives rise to discrete measured values - for 
example, the counting of particles in atomic and nuclear physics - follow the 
Poisson distribution. This is discussed in Appendix D. 

The results we have derived using the Gaussian distribution are in fact rather 
insensitive to the precise fonn of the distribution. This applies to the results in 
sections 3.6 and 3.7. We have seen - section 3.7 - that, quite apart from the 
question of the form of the distribution, the values obtained for the errors are, in 
the majority of cases, fairly crude estimates. Their uncertainties completely 
swamp effects due to the distribution being slightly non-Gaussian. 

The main thing is to have some distribution which is (a) reasonable and (b) easy 
to handle algebraically. In. most cases the Gaussian distribution fulfils both 
conditions very nicely. So, unless the measurements provide clear evidence to the 
contrary, we assume the distribution is Gaussian and use the fonnulae based on 
it. The one common instance of non·Gaussian distribution is when the measure­
ments are discrete, being readings of an instrument to the nearest scale division, 
or of a digital instrument with a small variation of the last digit. This situation is 
discussed in chapter 5. 

'l 
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Summary of symbols, nomenclature, and important formulae 

A. Set of metUurements 

Quantities that are known 
measured values 

mean 

residual for ith reading 

standard deviation of sample 

Quantities that are not known 
true value 

error in ith reading 

error in mean 

B. Distributions 

Distribution of single measurements 

standard error 

Distribution of means of n measurements 

standard error 

} denotes the average over the distribution. 

C. lmportflnt relations 

" 
"m = In 

q2 = n: l (s2) 
I � = __ I (s2) n -

D. Formulae/or estimating fI and fI", 

" � [Ldi ] != [LX! - � (LX')' l ! 
n - I n I 

- I x = ;;LX/ 
d; = x/ - x  

' = GLd!Y 
x 
e; = x; - X  

E = x - X  

"m � [ L d! ] != [L X! 
-� (L x,)' l ! 

n{n - I) n(n I )  



E. Gaussian distribution 

Summary 

[(x) � -,-!- � <xp [ - (x - X)' /20'] . 
V (271-) (1 

Put X = O. The fraction of readings between x and x + dx is/(z) dz, where 
I x /(z) = 

J
(21I") exp(-z2/2), z = ;; . 

The fraction of readings between -x and + x is 

0(') � JW [ 'XP(-I'/2)dl 

/(z) and ljJ(z) are tabulated in Appendix H.I. 

'5 



,6 Treatment 01 a single variable 

Exercises 

3.1 A group of students measure g, the acceleration due to gravity, with a compound 

pendulum and obtain the following values in units ofm S- 2: 

9.81, 9.79, 9.84, 9.81, 9.75, 9.79, 9.83. 

Set out th,e values as in Table 3.2, and calculate the mean and the residuals. Hence 

estimate 11. Give the best estimate of g, together with its error, for the group. 

3.2 In an undergraduate practical class in the Cavendish Laboratory there was an 

experiment, originally devised by Searle, to measure the Young modulus E for 

steel by applying a known load to a rod and measuring the deflection by an 

optical method based on Newton's rings. Although ingenious and capable of 

considerable precision in the hands of a skilled experimenter, such as Searle 

himself, the results obtained by the students were found to have a considerable 

scatter. The experiment was therefore replaced by one in which a horizontal steel 

beam was supported near its ends, and the deflection when a known load was 

applied at the centre was measured directly by a dial indicator. 

The values obtained for E by the last 10 students who did the Newton's rings 

experiment and by the first 10 who did the dial indicator experiment are given 

below. The values are in units of 1011  N m -2. 

Newton'STings experiment 1.90, 2.28, 1.74. 2.27, 1.67, 2.01, 1.60, 2.18, 2.18, 2.00. 
Dial indicator experiment 2.0 I ,  2.05, 2.0]. 2.07. 2.04, 2.02, 2.09. 2.09, 2.04, 2.03. 

For each set of values, calculate the mean value of E, and estimate the standard 

error in the mean. 00 the results indicate any systematic difference in the two 

experimental methods? 

3.3 The thermal conductivity of copper at O'C is 

k = 385.0 W m- 1  K - 1  
A large number of measurements of k. free from systemlltic error, fonn a 

Gaussian distribution with standllrd error 

What is the probability that a single measurement lies in the range 

(a) 385.0 to 385.1. (b) 400.0 to 400.1 .  (c) 415.0 to 41 5.1, (d) 370.0 to 400.0, 
(e) 355.0 to 415.0, (f) 340.0 to 430.0 W m- I K -11 

3.4 [n section 3.3 (d) we showed that the standard deviation O"m of the distribution of 

the means of a sample of n measure.ments, and the standard deviation 0 of the 

distribution of single measurements. are related by 
a 

Om = J� 
This result was proved before we specified the form of the distribution function 

and is therefore true for Qny distribution function. To reinforce the point, consider 

a distribution which consists of only two values, namely, - 1  with probability 0.9 
and +9 with probability 0.1. Calculate the value of 0, and the value of Om for 

n = 3, and show that Om = (J / J] even for this (highly non-Gaussian) dislTibution. 



4 Further topics in statistical theory 

4.1 The treatment of functions 

In most experiments we do not measure the final quantity Z directly. Instead we 
measure certain primary quantities A, B, C. elc. and calculate Z, which must be a 
known function of the primary quantities. For example, we might measure the 
density p of the material of a rectangular block by measuring the mass M and the 
dimensions /.�, lv, /: of the block. The functional relation between the quantity we 
require, p, and the primary quantities M, 1." / .... 1, is 

M 
p = 1.,.1),1; ' 

(4.1) 

Suppose that each primary quantity has been measured several times. Then, in 
the case of A, we have a best value 1, the mean of the measured values, and an 
estimate of its standard error A.A. (fhe latter is the 17m of the previous chapter.) 
Similarly we have B and an estimate of !1B. We assume that the measurements of 
the primary quantities are independent and therefore that the errors in them are 
also independent. By this we mean, for example, that if the value of A happens to 
be high, the value of iJ still has an equal probability of being high or low. From 
the values A = .4, B = 8, etc., the best value of Z may be calculated. The problem 
we are going to consider is how to calculate the standard error !1Z in Z from the 
standard errors !1A, !1B, etc. Although we are restricting the discussion to 
independent measurements, there are occasional situations where the assumption 
is not valid. The way !1Z is calculated in such cases depends on the way the 
primary errors are related; no general rule can be given. Exercise 4.2 provides an 
example of related errors. 

(a) Functions of one variable. We consider first the case where Z is a function of 
only one variable A, for example 

Z = A1 or Z = lnA. 

We write this in general as 

Z = Z(A). (42) 

(The symbol A is used both for the name of the primary quantity and for its 
value.) 
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If the true value of the primary quantity is AQ, the true value of Z is 

20 = Z(Aol 

-see Fig. 4.1. The error in a given value A is 

E ... = A - Ao, 

t 
z 

Z(AJ 

A _  

Fig. 4.1. Error E= in Z due to error Elf in A. 

and Ihis gives rise to an error £2. in Z, where 

E: = Z(Ao + EA) - Z(Ao) 
dZ � dA

EA
' 

(4.3) 

(4.4) 

(4.5) 

(4.6) 

The derivative dZ/dA is evaluated at A = Ao. The approximation in (4.6) is 
equivalent to the assumption that the error in A is sufficiently small for ZeAl to be 

represented by a straight line over the range of the measured values of A. The 
error in Z is therefore proportional to the error in A, the constant of proportion­
ality being 

(4.7) 

We now allow A to vary according to the distribution of which A is a member 
and take the root-mean-square 0[(4.6). This gives the result 

(4.8) 
An important special case is 2 = A", for which CA = nAn-I . Then 

62 6A 
Z = n A ,  (4.9) 

i.e., the fractional standard error in 2 is n times that in A. We haYe-tlweady used 
this result (p. 22) for the case n = !. 
(b) Fllnctions ojseveral variables. We next consider the case where Z is a function 
of two variables A and B, 



4.1 The treatment of functions 

Table 4. 1 .  Combination of errors 

Relation between 
Z andA, B 

Z = A + B} 
Z = A - B 

Z =AB } 
Z _  A/B 

Z = A� 

Z = ln A 

Z = ex.pA 

2 =  2(A, B). 

The errors in A and B are 

Relation between 
standard errors 

AZ AA 
Z = n"""A 

,;A 
AZ = """A 
62 
Z = AA 

EA = A - Ao, Es = B - Bo, 

(i) 

(ii) 

(iii) 

(iv) 

(4.10) 

(4. 1 1  ) 

where Ao and Bo are the true values of A and B. As before we assume that Z is 
approximately a linear function of A and B in the range over which the measured 
values vary. Then the error in Z is 

Ez = cAEA + csEs, (4.12) 

where the coefficients CA and Cs are given by 

(4.1 J) 

The partial derivatives are evaluated at A = Ao, B = Bo. 
From (4.12) 

E1 = �E� + c:,Ei, + 2CACsEAEs. (4.14) 

We take the average of this equation for pairs of values of A and B taken from 
their respective distributions. Since A and B are assumed independent, the 
average value of EAES is zero. By definition 

("2)' = (E�), ("A)' = (El), ("B)' = (El)· (4.15) 

Therefore 

(4.16) 

We can now state the general rule. Let Z be a known function of A, B, C, . 
Let the standard error in A be �A and so on. Then the standard error �Z in Z is 
given by 

'9 



" F.urther topics in stati�ti(al t.h�1)' 

(4.17) 

where 

AZA = (��)AA and so on. (4.18) 

The expressions for 62 for some common relations between Z and A, B are given 
in Table 4. 1 .  

4.2 The straight line - method of least squares 

(a) Introduction. In an experiment it is often the case that one quantity y is a 
function of another quantity x, and measurements are made of values of x and y. 
The values are then plolted on a graph, and we try to find a curve corresponding 
to some algebraic function y = y(x) which passes as closely as possible through 
the points. We shall consider only the case where the function is the straight line 

y = mx + c. (4.19) 

The problem is to calculate the values of the parameters m and c for the best 
straight line through the points. 

The slraight�line relation covers a great range of physical situations. In ract we 
usually try to plot the graph so that the expected relationship is a straight line. 
For example, ir we expect the rerractive index iJ. or a certain glass to be related to 
the wavelength A. or the light by the equation 

/1 = a + hj).!, 

we plot iJ. against II A2. 
(4.20) 

The standard statistical method ror calculating the best values or m and c is the 
method or least squares. 

(b) Theory of the method. Suppose there are /I pairs or measurements (xJ, YI), (X2. 
Yl), . . . . (x�. y�) - Fig. 4.2. Assume that the errors are entirely in the Y values." 
For a given pair of values for m and c . the deviation of the ith reading is 

y; - mx, - c. 

The best values of m and c are taken to be those ror which 

S =  L:(y, - mx; - d  

is a minimumf - hence the name method of least squares . 

(4.21) 

(4.22) 

• The anal)'$is for the case .... hen there: IIrc errors il\ both tke ); lind )' variables is much more 
complicllted - s« Guest I%L p. 128 - but the resulting straight line is uSUlilly quite dose to that 
givcn by the present calculation - see c�ercise 4.4 
The points arc assumed to have equ�1 .... eights. The case of unequal .... eights is discussed in s«tion 
4.4. 



y (y;-mx;-c) 

l 

Fig. 4.2. Method of least squares. The best line through the points is 
taken 10 be the onc for which E(YI - mx/ - C)l is a minimum. 

The principie of minimizing the sum of the squares of the deviations was first 
suggested by Legendre in 1806. We have already seen that in the case ora single 
observable the principle gives the mean as the best value. 

From (4.22) 
as 8m = -22: x.-(y/ - mx/ - c) = 0, (4.23) 

as "& = -2L:(yj - mx; - c) = O. (4.24) 

Therefore the required values of m and c are obtained from the two simultaneous 
equations 

ml:xT + cl:x; = LX/YI, 
mL:xi + cn = LYi. 

The laSI equation shows that the best !ine goes through the point 
1 1 

X =
�

L Xj, Y =
;;LY;, 

i.e. through the centre of gravity of all the points. From (4.25) and (4.26) 

E(XI - i)YI m = L:(xj - i/ ' 

c = y - mx. 

(4.25) 
(4.26) 

(4.27) 

(4.28) 

(4.29) 

When the best values ofm and c are inserted into (4.21), the deviations become 
the residuals 

d; = y; - mXi - c. (4.30) 

l' 
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Estimates of the standard errors in m and e are given by 

(Am)2 :::: ..!.- 'L dl 
D n - 2 '  

(Ae)2 :::: (� +�) 'L dl
, n D n - 2 

D =  'L(x/ - x/. 

These results are proved in Appendix C. 

(4.11) 

(4.32) 

(4.33) 

If we require the best line that passes through the origin, the value of m is given 
by (4.25) with e = 0: 

An estimate of its standard error is given by 

1 Ld' 
(dm)2 :::: __ __  , . 

'L xl n - 1 

(4.34) 

(435) 

(e) Pl'ogrilmnuJbJe calculator or computer. A programmable calculator or com­
puter may be used to calculate m, c, dm, de. The expressions for these quantities 
in equations (4.28)-(4.33) are not suitable for this purpose as they stand, because 
the values of x,ji, m, and e (and therefore of di) are not known until all the 
numbers are fed in. However, just as in the calculation of (J (section 3.4 c), the 
expressions may be recast into a form that avoids this difficulty. Put 

E � L(x, - x)(y, - y) � L(x, - x)y,. 

F � L(y, - Y)'. 

From (4.28) 

Now 

'Ld! = 'L(y; - mXI - e)2 
= 'L[(YI - ji) - m(x; - i)12 
= 'L(Yi - ji)2 _ 2m'L(xi _ i)(YI _ y) + m2'L(x; _ x).2 
= F - 2m£+ m2D 

E' 
= F -

li · 

From (4.31), (4.32), and (4.39) 

(dm)2 :::: _1_ DF - £2 
n - 2  D2 

(4.36) 
(4.37) 

(4.38) 

-- - (4.39) 

(4.40) 
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( A )' _ I (D _,) DF _ E1 u, _ -- - + x --­
n - 2  n D2 ' 

Equations (4.33), (4.36), and (4.37) may be written in the form 

, I , D = L Xi - �(LXI) , 
I 

E = L X/Yi - � L X;LYj, 
I 

F = LY; - �(Ly/)l. 

(4.41 )  

(4.42) 

(4.43) 

(4.44) 

The expressions for m, C, �m, and �c show that these quantities depend only 
on n, and the five sums 

(4.45) 

The calculator or computer calculates the sums from the n pairs of Xi, Yi values, 
and then evaluates D, E, and F from (4.42)-(4.44), The quantities m, c, �m, and 
�c are then obtained from (4.38), (4.29), (4.40), and (4.41). 

(d) Worked example. We consider an experiment to test a relation between the 
resistance of a semiconductor and its temperature. The semiconductor is a sample 
of fairly pure silicon, and a simple theory suggests that the resistance R depends 
on the thermodynamic temperature Taccording to the relation 

R = Roexp(To/Tl, (4.46) 

where Ro and To are constants. The resistance is measured by connecting the 
sample in series with a standard resistor of fixed resistance RI, and measuring the 
voltage VI across the sample and V1 across the standard when the same current 
passes through the two elements. Then 

R = R1 !J... 
V, 

(4.47) 

The temperature of the sample is measured by a nickeJ-chromiumlcopper-nickei 
thermocouple .• 

From (4.46) 
T. 

In R = ln Ro + "T ' (4.48) 

So if the relation (4.46) holds, a plot of In R against l I T  will be a straight line 
with slope To_ 

The calculation is readily done on a computer with a spreadsheet such as 
Excel®. In the description that follows it is assumed that you are familiar with the 
basic operation of a spreadsheet, i.e. how to create the necessary formulae, copy 
them from one cell to another, and so on . 

• The experiment i5 currently part of the first-YUT practical COUr5e in the Cavendish u.boTlltory_ The 
theoretical relations in (4.46) and (4_52) are discussed in Kjuel 1996, p. 220. 

-ll 



Further lopit"s iifstalisticarfheoiy " 

Table 4.2. Variation of the resistance of a silicon sample with 
temperature. x = !O3 Kj T, y = In(Rjfl) 

TlK Rin x y 
570.6 148.1 1.752 4.998 
555.9 202.6 1.799 5.3 1 1  
549.4 227.1 1.820 5.425 
544.1 255.1 1.838 5.542 
527.3 362.0 1.897 5.892 
522.2 406.1 1 .915 6.007 
513.1 502.5 1.949 6.220 
497.6 750.1 2.010 6.620 
484.9 \026.7 2.062 6.934 

Table 4.3. Example of spreadsheet layout for calculation of best straight 
y=mx + c. The values ofx and y are copiedfrom Table 4.2 

y x' xy y' d 
1 .752 4.998 3.07 8.76 24.98 -0.006 
1.799 5.311 3.24 9.55 28.21 0.016 
1.820 5.425 3.31 9.88 29.44 -0.001 
1.838 5.542 3.38 10.18 30.71 0.006 
1.897 5.892 3.60 1 1 . 17  34.71 -0.010 
1.915 6.007 3.67 1 1.50 36.08 -0.01 1 
1.949 6.220 3.80 12.12 38.68 -0.009 
2.010 6.620 4.04 13.30 43.83 0.014 
2.062 6.934 4.25 14.30 48.08 0.000 

'om 17.042 52.949 32.35 100.78 314.72 - I.5E-14 

" m 6.225 
D 0.0829 Om 0.038 
E 0.5159 - 5.905 
F 3.2124 0' 0.073 

line 

It is convenient to do the calculation in two stages. First we write a program, 
i.e. a set of formulae in the spreadsheet, to calculate x and y from the experimental 
data. The output of this stage is shown in Table 4.2. The measured values of T 
and R are entered in the first two columns of the table. Put 

x = 103 KjT, y = In(RI!!)· (4.49) 

Note that the dimensions of Tare [K], so x is a dimensionless quantity. The ractor 
10) is inserted in the definition or x to give values of the order of unity - see 
section 10.6. 

The second stage is to cOpy the values or x and y into another program that 
does the actual least-squares calculation. The output of this stage is shown in 
Table 4.3. For each pair or x, y values the program calculates the values or x2, xy, 
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7 

In(RIO) l. _ 

6 

5 

1 .7 1 .' " 2.0 2.1 

Fig. 4.3. Plot of y= In(Rln) versus .'l: ::  101 KJTfor the values in Table 4.2. 

and /, counts the number of .'1:, y pairs in the data, and evaluates the five sums in 
(4.45), which are shown al the fool of each column. The values of D, E, and F, 
and finally those of m, c, A.m, and A.c are then obtained from the equations in the 
previous section. 

It is good practice to evaluate the deviations 

di = Yi - (mxi + c). (4.50) 
These are listed in the last column of Table 4.3, and their sum given at the 
bottom. Theoretically the sum is zero - see exercise 4.6. It will not be exactly zero 
in the spreadsheet owing to rounding errors in computer arithmetic, but if it is not 
very small there is a mistake in the calculation. The sum in Table 4.3 is 
- I.5E-14, i.e. - 1 .5 x 10-14• 

The values of x and y are plotted in Fig. 4.3, together with the best straight line. 
The values are evidently a good fit to a straighl line. showing that, within 
experimental error, the relation (4.46) holds over the range of temperature of the 
experiment. Due to the factor 103 in the definition of x, the value of To is \03 
times Ihal of m. Thus, taking the error to one significant digit, we have the result 

To = (6230 ± 40) K. (4.5 1 )  

The intercept c is equal to In Ro, but this depends on the particular silicon sample 
and is not of interest in the experiment. 

The theory shows that the energy gap Ee belween the valence band and the 
conduction band of a semiconductor is related to To by 

E, = 2kTo, (4.52) 

where k is the Boltzmann constant. The value of To in (4.51), together wilh the 
values of k and e, the charge on the electron, given on p. 192, give 

15 
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E, = ( 1 .073 ± 0.007) eV, (4.53) 

which may be compared with a value of about 1.06 eV for pure silicon. 
It may be noted that by doing the calculation in two stages we have in the 

second program a general least-squares fit for a straight line. Having saved this 
program, we only need feed in a set of x, y values, and we have the values of m, c, 
6m, and 6 •. 

4.3 The straight line - points in pairs 

In the absence of a programmable calculator or a computer, the least-squares 
calculation is laborious. The following method provides a simple alternative that 
is often adequate for the purpose. It is particularly useful when the x values are 
equally spaced. 

In order to illustrate the method, suppose that we have S points that lie 
approximately on a straight line, and we require the best value of the slope m and 
the error in it. Let the points be numbered in order from I to S - see Fig. 4.4. 
Consider points I and 5; they determine a straight line and hence a value for the 
slope. Pairing the points in this way we obtain four values for the slope. We take 
their mean fit as the best value of m and find its standard error in the usual way . 

• 

• 

• • 

• 

• 

• 
7 • 
• 

Fig. 4.4. Simple method of estimating slope of best line. Each pair of points 

1 -S, 2-6, etc. gives a value of the slope. The mean is taken as the best value. 

The method will give a reasonable result only if the quantities (xs-xll. (X6-X2), 
(X7-X.l), (XS-X4) are roughly equal. Otherwise, the four values of the..slqpe do not 
have equal weight. 

The best line given by this method is the one with slope fit that passes through 
the point x, y. (We have already seen that the line given by the method of least 
squares passes through this point.) However, the method is mainly used when 
only the slope is required. 



4.4 Weighting of results 

Suppose we measure a quantity a certain number of times, say 10, and obtain the 
values Xl. X2 • • . .  , XID' Suppose further that we divide the measurements into two 
sets and calculate the mean of each. For example, we might make 7 of the 
measurements in the morning and calculate their mean 

ZI = Hx, + Xl + . . . + X7). 
Then we might make the other 3 in the aflemoon and calculate their mean 

Z2 = !(X8 + Xg + XIO). 
The best value from all \0 measurements is 

Z = k(Xl + Xl + . . . + XlO), 

(4.54) 

(4.55) 

(4.56) 

and obviously it is not given by taking the simple mean of ZI and Z2. Ifwe wish to 
calculate it from these two quantities, it is given by 

_ 7z1 + 3z2 
= =

--10- · (4.57) 

The numbers 7 and 3 are termed the weights or relative weights of the quantities ZI 
and Zl_ 

In general, if we have a set of values z], Zl, . . .  , ZN with relative weights w" 
Wl, ' . .  , WN, then the best value of the quantity is 

Z
_ L W;ZI 
-

L W;
' (4.58) 

If all the HIS are multiplied by a constant, the value of z is unchanged, so it is only 
the ratios of the ws that matter. 

Suppose now that we have N measurements of the quantity z, each measure­
ment having its own standard error, i.e. we have 

zl ± Azl, Z2 ± Azt, · · · , ZN ± AzN. 

What weight should we give to each Zi in order to obtain the best value of z from 
all the measurements? The answer is provided by the simple example at the 
beginning of the section. We saw that if ZI is the mean of nl original values, then its 
weight WI is proportional to n,. This assumes that all the original values have the 
same weight, that is, that they all come from the same distribution characterized 
by a certain standard error CT. We therefore imagine each ZI in the above set is the 
mean ofnl original values taken from a distribution of standard error CT, and give it 
weightn,. 

We do not know the value of CT; in fact we can choose it quite arbitrarily but, 
having fixed on a value, we use the result 

(4.59) 

17 
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to obtain nj. So 

.' 1I', = nj = --, ("'; )" 
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The standard error in z is d/(l:. nd!· 
From (4.58) and (4.60) the best value of: and its standard error are 

(4.6()) 

(4.61) 

Both these expressions are independent of the value of d as of course they must 
b,. 

In seclion 4.2 we gave the method of least squares for finding the best straight 
line through a set of points of equal weight. The generalization to the case of 
unequal weights is readily made. If 11'/ is the weight of the pair of values XI. YI, then 
it is necessary to minimize the quantity 

The equations for m and c become 

mE I�';_yf + cL W,Xj = L W/XiYJo 
niL: Hi/Xi + ('2: Wi = L W/y,. 

(4.62) 

(4.63) 
(4.64) 

The expressions for m and c and their standard errors are given in the summary 
on p. 40. 

It can � seen that the expressions depend only on the six sums 

(4.65) 

A spreadsheet calculation of m, c, llm, and A(' for unequal weights is thus a 
straightforward extension of that for equal weights. In the latter case we had in 
Table 4.3, p. 34, columns headed 

x Y xl xy y2 d (4.66) 

For unequal weights the column headings are 

x Y IV wx wy wxl wxy wy! wd (4.67) 

The experimental values of Xi, )'i' 11'/ are entered in the first three columns. The 
spreadsheet is programmed to cakulate the values in the next five columns and to 
evaluate theiT sums, together with the sum of the weights. After the values of m 
and (" have been obtained, the weighted deviations 

H'idj = wJ(.v; - mXj - c) (4,68) 

are evaluated and entered in the last column. As in the case of equal weights you 
should check that L Wid; is very small. 
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Summary of equations for the best straight line by the method of least 

squares 

n points Xi, Yi 

Equal weights 

Genera/ line Y = mx + c 

E m = -D c = p - mx 

(�m/ :::;:
-I- "L dl = _1_ DF _ £2 
n - 2  D n - 2  D2 

, 1 (D "' ) L A 1 (D "') DF - E' (6.c) :::;:-- - + x- -- � -- - + x  ---n - 2  n D n - 2  n [jl 

D � 'Lxi - �('Lx,l' n 

1 X = ;;"LXi 1 
P = ;;"LYi 

d{ = Yi - mXi - c 

Line through origin Y = mx 

m _ "LxiYi 
- "Lx� 

(�m)2 � _I_ 'L dl _ _ I_ "L xlEyf - ('LxiYj)2 
n - I 'L x� - n - I ("L X�)2 

di = Yi - mXi 
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Unequa.l weights 

General line Y = mx + c 

E m = -
D 

c = y - mx 

(�m)l � _,_ 2:
D
Widl 

, - 2  

, ' ( D _') Ldl I ( D _,) DF-E1 (�c) � -- -- + x  -- � -- -- + x ---
n - 2  L Wj D n - 2  L Wi Dl 

" , 
' " , D = � w;x; - � (� W;Xi) � Wi 

" , ' " , 
F = � w;Y/ - � (� WiYi) � Wj 

x _ L W;X/ 
- L W; 

d; = Yj - mXj - c 

Line through origin Y = mx 

(Am)l � _'_ L w;dJ = _,_ 
n - I L w,XT n - 1 

dl = Yi - mXj 

L w/X:L w;y� - (L w;x,y;jl 
(L wixlll 
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Exercises 

4.1 In the following uamples, Z is a given function of the independently measured 

quantities A, B, . . . Calculate the value of Z and its standard error t:J.Z from the 

given values of A ± f).,o4, B ± llB, . .  

(a) Z = ,o42, 

(b) Z = ,o4 - 28, 

(d) Z = ,o4 ln B, 

(e) Z =  l - �, 

,o4 = 2$ ± I. 

A = IOO±3, 
B = 4$ ± 2. 

,o4 = 0.IOO ± 0.OO3, 
B = 1.00 ± 0.0$, 
C =  50.0 ±05, 
D =  l OO ± 8. 

,04 = 10.00 ± 0.06, 
8 = I OO ± 2. 

,o4 = 5O ± 2. 

4,2 The volume V of a rectangular block is detennined by measuring the lengths I" I., 

I: of its sides. From the scatter of the measurements a standard error of 0.01% is 

assigned to each dimension. What is the standard error in V (a) if the scatter is 

due to errors in Sttting and reading the measuring instrument, and (b) ifit is due 

to temperature fluctuations? 

4.3 A weight W is suspended from the centre of a steel bar which is supported at its 

ends, and the deflection at the centre is measured by means of a dial height 

indicator whose readings are denoted by y. The following values are obtained: 

Wlkg yl"", 

0 1642 
! 14SJ , 

I 1300 
Ij 1140 

948 
2j 781 
3 590 
'j 426 
4 263 
4j 77 

(a) Plot the points on a graph and draw the best line by eye. Make an intelli8ent 

guess of the standard error in the slope by placing a transparent rule along 

the points and seeing what might be reasonable limits for the line. 

(b) Calculate the best value of the slope and its standard error by the method of 

least squares, and compare the results with your estimates in (a). 

(c) Calculate the best value of the slope and its standard error by the method of 

4' 
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points in pairs, and draw the line with this slope through the point x, y. 

Compare these results with those of (b). 

4.4 The zener diode is a semiconductor devK:e with the properly that its resistance 

drops suddenly to almost uro when the reverse bias voltage exceeds a critical 

value V,. which depends on the temperature Tofthe diode. The value of V, is of 

the order of volts, but the temperature coefficient d V, { dT is only a few millivolts 

per "C in the temperature range 20_80°C. Therefore. to measure dV,fdT 

precisely, a constant reference voltage is subtracted from V" and the resulting 

voltage V is measured directly on a digital muJlimeter. The following values are 

obtained for a particular zener diode: 

TI"C VlmV T/"C VlmV 

24.0 72.5 SO.O ' "  
30.0 93 56.2 156.5 

37.6 "7 61.0 17, 

40.0 1 16 64.6 17. 

44 '  127 13.0 198.5 

Treat Ihe data in Ihe same way as in parIS (a), (b). and (c) of exercise 4.3, 

assuming in pan (b) thal lhe temperature measurements are free from error. This 

assumption is probably not correct, so repeat the koiSl-squares calculation, 

assuming that the voltage measurements are free from error, and compare the 

two values of d V, 1dT. 

4.!'i The free neutron is:.an unstable particle and decays into a proton, an electron, and 

an antim:utrino. If there are No neutrons at time t = 0, the number of undecayed 

neutrons at lime I is Noup(-t/r), where T is a constant known as the neutron 
lifetime. The results of the four most precise measurements of r givcn by 

Yerozolimsky 1994 aTC 

Year 

1989 

'990 

1992 

1993 

,I, 

881.6 

893.5 

888.4 

882.6 

tiT Is 

3.0 

5.3 

3.3 

2.7 

Calculate the weighted mean of the values of r and its standard error. 

4.6 Show that. for the best str:.aight line J' = m.l' + c calculated by the method of least 

squares, the deviations d! in (4.30) satisfy the relations 

fA = O, 
'£x;d; = O. 

4.7 In �ction 4.2 we obtained the value of m for the best line through the origin by 

the method of least squares. Another method is to take the weighted mean of the 

values ml = ydxl' Show that this gives the same result as (4.34). 



5 Common sense in errors 

5.1 Error calculations in practice 

We are now in a position to estimate the standard errors for a large class of 
experiments. Let us briefly recapitulate. The final quantity Z is a function of the 
primary quantities A, B, C, which are either measured directly or are the 
slopes or intercepts of straight lines drawn through points representing directly 
measured quantities. 

If the quantity is measured directly, we take the mean of several values to be the 
best value and obtain ils standard error by the method given in chapter 3. (During 
the present chapter we shall drop the word 'standard' in 'standard error'. We shall 
not be considering the actual error in a measured quantity, and the word 'error' 
will refer to the standard error, i.e. the standard deviation of the distribution of 
which the quantity is a member.) If the quantity is the slope or intercept in a 
straight line, its value and error are obtained either from the method of least 
squares or from the method of taking the points in pairs. 

The best value of Z is calculated from the best values of the primary quantities, 
and its error is obtained from their errors by the rules given in Table 4.1, or in 
general from (4.17) and (4. 18). 

There are often a large number of primary quantities to be measured, and it 
might be thought that the calculation of the error in each one and the subsequent 
calculation of the error in Z would be a laborious process. And with many 
students it is indeed. They calculate the standard deviation automatically for 
every set of measurements, and combine all the errors irrespective of their 
magnitudes according to the formal rules, involving themselves in elaborate 
cakulations and ending up with an error calculated to a meaningless number of 
decimal places, which is usually wrong by several orders of magnitude due to 
various arithmetical slips on the way. 

To see what is required in practice, let us first remember why we estimate errors. 
It is to provide a measure of the significance of the final result. The use made of 
the error is seldom based on such precise calculation that we need its value to 
better than I pan in 4. Often we are interested in the error to much less precision, 
perhaps only to within a factor of 2. However, let us take I part in 4 as an 
arbitrary but adequate degree of precision for the final error. 
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(41) Combining errors. If we look at the equation for combining errors (4. 17), we 
see that, owing to the procedure of squaring the terms, one error is often 
negligible compared with another. Consider the case 

Z = A + B, 

and letAA = 2 and AB = I. From Table 4. 1 ,  (i) 

AZ = (22 + Il)!= 2.24. 

(5.1)  

(5.2) 

So even though AB is as much as one-half of AA, ignoring AB altogether and 
putting AZ :>::: AA = 2 makes a difference of only about I part in 8 in the final 
error ... If Z is the sum of several quantities, ignoring errors that are one-half of the 
largest error may be rather drastic, but we shall nearly always be justified in 
ignoring an error less than one-third of the largest error. 

We may notice also the situation when the quantities themselves differ greatly 
in magnitude. For example, suppose in (5.1) that B is some small correction tenn 
and we have values 

A = IOO ± 6  
B =  5 ± ?  

The error in B will be negligible unless it is as much as 3, but such an error 
amounls to 60'% of B; so the quantity will have to be measured very roughly 
indeed jfils error is to contribute. 

In the case of multiplication and division -Table 4.1, (ii)-we add the squares, not 
of the errors themselves, but of the fractional errors. So in this case, all fractional 
errors less than about one-third of the largest fractional error may be neglected. 

(b) Contributing and non-contributing errors. With these considerations in mind 
let us go back to the estimation of the errors in the primary quantities. We may 
caU a quantity contributing or non-contributing according to whether or not its 
error contributes appreciably to the final error. A quantity may be non-con­
tributing either because it is measured relatively precisely or because it is added to 
a much larger quantity. 

If we suspect that a quantity is non-contributing, it is sufficient to estimate its 
error very roughly, provided the estimate is on the high side. The reason for this 
condition is obvious. It ensures that we do not omit the error unjustifiably. If the 
inflated error is negligible we are quite safe. If not, we must"go back to the 
measurementS and work out the error more carefully. 

For example, suppose the results of successive weighings of an obj�! �re: 

50.3853 g 
50.3846 
50.3847 
50.3849. 



5.1 . .  Error ulculations in practice. 

We take the best value of the weight to be 

50.3849 ± 0.0003 g. 

We ex.pect this set of measurements to be much more precise than several others in 

the particular experiment and we therefore estimate an error simply by inspecting 

the measurements. The value 0.0003 encompasses 3 out of the 4 individual 

readings, so it is almost certain to be an overestimate of the error in the mean. 

(c) Discrete readings. Another case where a common-sense estimate of the error 

should be made is when the readings are in digital form or are taken to the nearest 

scale division of an instrument, and show little or no spread. Consider the 

following set of measurements made with a metre rule: 

325, 325, 325, 32st, 325, 325 mm. 

The most one can say is that the measured quantity is 325 ± � mm or 325 ± � mm.· 

If a better value of the quantity and its error are required, they will not be 

obtained by more arithmetic, nor by more measurements of the same kind. Either 

the scale should be estimated to i\; mm as the measurements are made, or a more 

precise instrument such as a cathetometer should be used. 

(d) Systematic errors_ So far we have confined the discussion to the estimation 

of random errors. And this is all that is needed in the majority of experiments. 

Any systematic error that we know about should be corrected and hence 

eliminated - or at least rendered negligible. Normai1y we would reduce it to a 

level small compared with the random errors. So it would be non-contributing 

and would not enter the error calculation. 

The occasional situation when residual systematic errors are not small com­

pared with random errors should be discussed and treated on its merits. One way 

of proceeding is to try to estimate, for each systematic error, something equivalent 

to a standard error, that is to say, a quantity such that we think there are about 2 
chances in 3 that the true value lies within the quoted range. For example, we 

might estimate - or make an intelligent guess of - an upper limit, and then divide 

it by 2. (This may seem rough and ready, but a crude estimate is better than none 

at all.) All the errors are then combined as though they were random and 

independent. When this is done, it is good practice to make quite clear how much 

of the final error is due to the actual random error and how much to the various 

systematic errors. 

(e) The final quoted error. We may sum up as follows. Systematic errors are 

eliminated as far as possible. The random errors in contributing quantities are 

calculated by an appropriate statistical method. Other errors are estimated 

• II is nOI unknown for sludenls 10 solemnly feed Ihese numbers inlO their calculators. arriving al the 
result )25.08 ± 0.08 mm. 

_. 4S 
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roughly, the estimates being slightly on the high side. A check - which can often 
be done mentally - is made thai these errors are in fact negligible. The 
contributing errors are then combined according to the rules afTable 4.1 to give 
the final quoted error. This quantity represents our best estimate of the standard 
devialion of the distribution of results that would be obtained if the entire 
experiment were repeated many times with the same or similar apparatus. It is 
thus a measure of the overall reproducibility of the result. 

Some experimenters, having obtained the overall error in the usual way, then 
proceed to enlarge it by an arbitrary factor to take account of possible, but 
unknown. sources of systematic error. This is highly undesirable. It is difficull for 
anyone to make use of these subjective overestimates. You should estimate the error 
as honestly as you are able and leave it at that. If it subsequently turns out that the 
'true' value of the quantity being measured is several times your estimated error 
away from the value you have obtained, you may or may not be held at fault. But 
you must not arbitrarily double or treble the error as a kind of safety measure to 
prevent the situation arising. Quite apan from the confusion caused by the uncenain 
significance of the final error, the procedure may obscure genuine discrepancies 
between one experimental result and another, or between theory and experiment. 

It is conventional to quote the final error in absolute tenns, and not as a 
fraction of the final value of the quantity being measured, although it is often 
useful to give this fraction or percentage in addition. The final value of the 
quantity and its error should be given to the same number of digits. which should 
not be more than are meaningful. In general this corresponds to an error of one 
significant digit. though, if this digit is I or 2 a second digit might be given. The 
fact that we do not want an estimate of the final error more precise than this 
means that the whole error calculation should be done only to one or at the most 
two significant digits. 

5.2 Complicated functions 

The evaluation of quantities of the type aZ/fJA in (4.18) is sometimes quite 
laborious. As an example consider the measurement of the refractive index I-' of a 
glass prism by measuring the angle A of the prism and the angle D of minimum 
deviation. The refractive index is obtained from the equation 

sin! (A + D) 
1' = . . 

Slfl� A 

The error in I-' is given by 

(dl-'-)2 = (dl-'A)l + (d/'-lD)2. 

d,JA is the error in I-' due to the error dA in A and is given by 

dlJA = (;�)dA. 

(5.3) 

(5.4) 

(5.5) 



5.2 Complicated functions 

z 

z. t-i-----� . . . . .  ..J OZ • 

. . . . .  ..J"'. 

Fig. 5.1. Relation between different estimates of tJ.Z. 

Similarly for t::.�D. 
The expressions for 81J./8A and all/an are 

ajj I cos! (A + D) I sin! (A + D) 
8A 2 sin ! A - '2 sin!A lan! A ' 

all I cos HA + D) 
an 

= 
'2 sin! A 

(5.6) 

(5.7) 

These expressions have to be evaluated al A = A-, the measured value of A, and 
D =jj, the measured value of D. And, provided we do the arithmetic correctly 
and remember 10 express t::.A and t::.D in radians, we shall get the right answer for 
b.IlA and llIJ.D. 

However, there is a quicker method. Consider the significance of D.J.lA- It is the 
change in the value of IJ. when A changes by an amount t::.A, the value of D 
remaining constant. So il may be obtained by calculating IJ. from (5.3), first for 
A = ,4, D = l> and then for A = A + 6A, D = D. The difference is !:::.IJ.A. Similarly 
iJ.I-'D is obtained by calculating I-' for A = A, D = b + !:::.D. All we need are the 
sine values. We do not have to do any complicated algebra or arithmetic - fruitful 
sources of mistakes - nor bother to convert dA and dD into radians. We 
combine 61-'.-1 and 61-'D in the usual way. 

The fact that this method of calculating 61-'.-1 and 61-'D is much quicker than the 
more formal method should not lead you to imagine that it is in any way less 
rigorous or exact. The two methods usually give the same answer, and when they 
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do not, the formal method is not valid. This may be seen from Fig. 5. 1 ,  where the 

results of the two methods are shown for some relation Z = Z(A). The best value 

of A is A and this corresponds to 21_ The error 62, obtained by the formal 

method corresponds to putting the tangent to the curve Z(A) al the point A-, Zl. 
The value calculated from the simpler and more direct method is 62+ in the 

diagram. We CQuid equally well have calculated !::.Z by taking the value A--6A, 
which would have given 62_. 

The curvature of the funclion Z(A) over the range If + .6.A is not usually as 

large as that shown in Fig. 5 . 1 ;  in which case the difference between 6Z" 62+ 
and t.Z_ is negligible. If, however, the curvature of the function is significant, 

then a single value of the error is misleading. Instead, both �Z+ and �Z_ should 

be calculated and the result quoted as 

Z = Z  +
�Z+

. 
I _�Z_ 

Such refinement is seldom justified. The main point is that to calculate the error 

in Z due to an error in A, we cannot go wrong if we simply calculate the values of 

Z at the values A- and A + 6A, with the other measured quantities constant. And 

often this is much quicker than the formal method. 

5.3 Errors and experimental procedure 

When the final quantity Z is related to two directly measured quantities by a 

function of the form 

Z """ AB or A/B, 

then an error of x% in A or B gives rise to an error of x% in Z. So we would try 

to measure A and B with comparable precision, and this is true whatever the 

relative magnitudes of A and B. But the situation 

Z = A + B  or A - B  

is quite different. Everything depends on the relative magnitudes of A and B. 
Look at the following example: 

Case I A = 10000± I ,  
B =  100 ± 5, 

Z = A + B =  10 IOO± 5. 

Here A is a large, precisely known quantity. B has been measured to 5%, but the 

final quantity Z has been found to 0.05%. So we see that it is adv<!ntageous to 

start with a large, precisely known quantity and simply measure a small additional 
term in order to get the required quantity. 

Now consider the following: 

Case II A = 100 ± 2, 
B =  96 ± 2, 

Z = A - B =  4 ± 3. 



5.3 Errors .. nd experimenul procedure 

The two
· 
dir�tly �eas�red quaniities ha

-
ve been deterrnj�ed to 2%, but {he·'filiil 

quantity is only known to 75%. So taking the difference between two nearly equal 

quantities, each of which is measured independently, is inherently disadvanta­

geous; the final error is greatly magnified. If possible an entirely different method 

of measuring Z should be found. 

In the next two chapters we shall give specific examples of methods devised to 

take advantage of the Case I situation and others devised to avoid Case II. They 

provide examples of the way error considerations may have a direct influence on 
experimental procedure. 

We give one hypothetical example here. Consider the following situation. We 

require to measure the quantity Z = AlB. We have made a set of measurements 

and found 

A = l OCH)  ± 20, 
B =  1 0 ±  1 .  

Therefore 

t::.: = 2% and t::.: = 10%, 

whence 

We have some further time available for measurements and estimate it is 

sufficient to reduce the error in either A or B by a factor 2. If we devote the time 

to A, we shall have 

t::.; = 1 %, which gives t::.: = (12 + 102)*= 10.0%. 

If we devote it to B, we shall have 

t::.B 
= 50;. 

B 
" which gives 

So in the first case the overall error is barely changed, and in the second case it is 

reduced by a factor of almost 2. The moral is always concentrate on quantities that 
contribute most to the final error. 

In general one should plan the experiment so that in the final result no one 

quantity contributes an error much greater than the others. In the present 

example we may suspect that the original measurements, which resulted in !:::.Bj B 

being 5 times greater than !:::.Aj A, were badly planned, and that more time should 

have been devoted to measuring B at the expense of A. Of course it is not always 

the case that additional measurements result in a reduction of the error. Never­

theless, the desirability of reducing the maximum contributing error should 

always be kept in mind when planning an experiment. 
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Summary of treatment of errors 

Srrauty 
Identify the quantity contributing most to the final error, and 

try to reduce ii, either by making more measurements or by 

using a different method. 

G'/clliatioll 

An estimate of the error in the final resull good to I part in 4 is 

usually adequate. So the error calculation should be done to 

one, or at the most two, significant digits. 

Ignore all errors whose contribution to the final error is less 

than about a third of the largest contribution. 

Combine the errors that remain. 

The final error should be equal to, or larger than, the largest 

contribution (it cannot be less), but it will usually be only 

slightly larger. If it is much larger, you have probably made a 

mistake. 

Final result 

Quote the result and its error to the same number of digits. 

It is often useful to give, in addition, the error as a fraction, 

or a percentage, of the result. 

Systematic errors 
The above refers to random errors. Comment on any systematic 

errors, and estimate an upper limit for them. 



hercises 

Exercises 

S.1 A rectangular brass bar of mass M has dimensions a. b. c The moment of inertia 
1 about an axis in the centre of the ub face and perpendicular to it is 

M ,  , 1 =  12 (0- + b-). 

The following measurements are made: 

M ::  135.0 ±0. 1  g. 

u ",, 80 ± l mm. 

b ::  1 0 ±  I mm, 

" "" 20.00 ± 0.01 mm. 

What is the percentage standard error in (a) the density p of the material, and (b) 

the moment of inertia? 

5.2 When a torsion wire of radius ,. and length / is fixed at one end and subjected to a 

couple of moment Cat the other, the angular displacement 4> is given by 
21e 

4> "" mrr" 
where 11 is the rigidity modulus of the material of the wire. The following values 

are obtained: 

¢jC"" 4.00 ±0.12 rad N-Im-" 

, = I .OO ± 0.02 mm, 

/ "" SOO ± l mm. 

Calculate the value of 11 and its standard error. 

5.3 For Kater's pendulum. g is obtained from the equation 

8,,2 "" Tr + T] 
+ 

rr - T; 
g H hl - h! '  

where TI is the period of oscillation about one of the knife-edges and hi the 

distance from this knife-edge to the centre of gravity of the pendulum. Tl and hl 

are the corresponding quantities for the other knife-edge. The quantity H is equal 

to hi + hl and, being the distance between the knife-edges, is measured directly. 
The following measurements are made: 

TI "" 2.004 28 ± 0.000 OS s, 

T2 :: 2.00229 ± 0.000 05 s, 

H = 1 .00000 ± 0.00004 m, 

hi :: 0.700 ± 0.001 m, 

h2 ", OJOO± O.OOI m. 

Calculate the measured value of g and its standard error. 

5' 
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Common sense in errors 

Calculate the value and standard error of the refractive indc1t of the glass of a 
prism from the following results: 

angle of prism A 
angle of minimum deviation D 

= fU IS' ± 10', 
= 3S"46' ± 20'. 

5.5 If a narrow collimated beam of monoenergetic ')'-rays of intensity 10 is incident on 
a thin sheet of material of Ihickneu :c, the intensity of the emerging beam is given 

by 

1 = 10 cxp(-j,lx), 

where j.I is a quantity known as the linear attenuation coefficient. The following 
values aTC obtained for '"forays of energy [ MeV incident on lead: 

1 ""  (0.926 ± 0.010) )( 1010 l'-rays m-2 5.1 , 

10 "" (2.026± 0.012) x 1010 "Y·rays m-2 s·l,  

x = ( 10.00 ± 0.02) mm. 

Calculate the value of IS and its standard error for "forays oflhis energy in Ie:.ad. 

5.6 Neutrons reflected by a crystal obey Bragg's law n). = 2d sin 9, where ..l is the de 
Broglie wavelength of the neutrons, d is the spacing between the reflecting planes 

of atoms in the crystal, 0 is the angle between the incident (or reflected) neutrons 
and the atomic planes, and n is an integer. If n and d are known, the measured 
value of 9 for a beam of monoenergetic neutrons detennines ..l, and hence 
the kinetic energy E of the neutrons. If 9 '" 1 I0iS' ± 9'. what is the fractional error 
in E? 

5.7 As the temperature varies, the frequency jof a tuning fork is related to its linear 
dimensions L and the value of the Young modulus E of its material by 

j IX J(EL), 

When the temperature rises by 10 K, the frequency of a certain forlc falls by 
(O.2SO±O,OO2)%. For the same temperature rise, the Young modulus of the 
material falls by (0.520 ± 0.003)%. Calculate the value of 0, the linear expansivity 
of the material, given by these ex.periments. What is its standard error? Is this a 
good method for measuring the linear expansivity'l 
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6.1 Introduction 

In this chapter we shall consider some general principles for making measure· 
ments. These are principles which should be borne in mind, first in selecting a 

particular method and second in getting the most out of it. By the latter we mean 

making the method as precise or reproducible as possible, and - even more 

important - avoiding its inherent systematic errors. 

We shall illustrate the various points by describing some specific examples of 

instruments and methods. Though chosen from several branches of physics, they 

are neither systematic nor exhaustive. The idea is that, having seen how the 

principles apply in these cases, you will be able to apply them yourselves in other 

situations. As always there is no substitute for laboratory experience. But 

experience without thought is a slow and painful way of learning. By concen· 
trating your attention on certain aspects of measurement making we hope to 

make the experience more profitable. 

6.2 Metre rule 

We start with almost the simplest measuring device there is - a metre rule. Its 

advantages are that it is cheap to make and convenient to use. It can give results 

accurate to about � mm. However, to achieve this accuracy certain errors must be 

avoided. 

(a) Parallax error. If there is a gap between the object being measured and the 

scale, and the line of sight is not at right angles to the scale, the reading obtained is 

incorrect (Fig. 6.la). This is known as a parallax error and clearly may occur, not 

only in a metre rule, but in all instruments where a pointer moves over a scale. It 

may be reduced by having the object or pointer as close to the scale as possible, and 

also by having a mirror next to the scale as shown in Fig. 6.lb. Aligning the image 
of the eye with the object ensures that the line of sight is at right angles to the scale. 

(b) Zero error. Except for crude measurements it is not good practice to place one 
end of the rule against one end of the object and take the reading at the other end 

(Fig. 6.2a). Instead, the object should be placed so that a reading can be taken at 
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Fig. 6.1.  Paral1a� error. (a) Different positions of the eye result in different 
readings. (b) A mirror placed beside the scale ensures thal lhe lint of sight is al 
right angles to the scale. 

: l  
M 
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Fig. 6.2. Measuring the length of an object as in (a) is bad practice. It will give 
a systematic error if the end of the rule is worn. The rule should be placed as in 
(b) and two readings taken. 

both its ends (Fig. 6.2b). This is because the end of the rule may be worn or the 

UfO ruling incorrect in some way. In general the zero position of any instrument 
should be regarded as suspect. The resulting error can usually be avoided by a 
simple subtraction technique as here. 



6.] Micrometer screw gauge 

(e) G,li/)ralion. The scale on the rule may be incorrectly marked. The rule should 

therefore be checked, or calibrated. This is done by simply laying it beside a more 

accurate standard rule and noting the readings. 

It is important to realize the logic of this. The ordinary metre rule is cheap 

because it is made of a cheap material - wood - and the scale is engraved without 

a great deal of care. The two factors go together; it is not worth engraving an 

accurate scale on a wooden rule whose whole length is liable 10 change with time. 

Suppose we have say 20 experimenters in a laboratory, and they need to 

measure lengths of about 500 mm to an accuracy of To mm. We could supply each 

one with a steel rule known to be marked to this accuracy. Such a rule is far more 

expensive than an ordinary wooden one, whose markings are probably only good 

to about !mm over the whole rule. (Plastic rules are much worse than this and are 

often in error by as much as 1%.) Alternatively, we could supply each person with 

an ordinary rule and install one expensive standard in the laboratory. The cost of 

this would only be a fraction of the other. But the measurements could still be 

made to the required accuracy, provided each experimenter remembers (0 do the 
calibration. This procedure, viz. 

many cheap + one expensive standard + calibration 

is obviously a sensible one. 

If you use only part of the rule during a particular experiment. the comparison 

with the standard should be done particularly carefully for the part actually used. 

It would not matter if the rest was incorrectly marked. In practice it is unlikely 

that one part of a metre rule is ruled less accurately than another. But it is a good 

general principle when calibrating an instrument to concentrate on the range 

actually used. 

6.3 Micrometer screw gauge 

This instrument measures the external dimensions of objects up to the order of 

100 mm. A typical micrometer is shown in Fig. 6.3. The spindle has two threads to 

the millimetre, so that one complete rotation of the thimble T corresponds to 

500 j.lrn. The instrument can easily be read to 10 11m. a gain in precision of about 20 

over the metre rule. High precision versions of the instrument can be read to 1 11m. 

Several points may be noted: 

Fig. 6.3. Micrometer screw gauge. 
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(a) The increase in precision comes from the screw mechanism - a highly 

effective way of magnifying linear motion. 

(b) The personal element involved in the torque applied to the thimble, when 

the face F is in contact with the object, is eliminated by a ratchet device. The 

thimble is rotated by applying torque, not to the body itself, but to the end cap C. 

This transmits the motion only up to a cerlain standard torque; thereafter it slips, 

and rotating it further has no effect on the reading. So the final reading 

corresponds to a standard pressure of the face F against the objecl. 

(e) The instrument is prone to zero error, which should always be checked by 

taking a reading with the face F right up against E. 

(d) Other readings may be checked by means of gauge blocks. which are 

rectangular blocks of high-grade hardened steel. The end-faces of a block are flat 

and parallel, and the distance between them. known to about 0.1 )lm. is engraved 

on the block. 

6,4 Measurement of length - choice of method 

In the last two sections we have considered two methods of measuring length. We 

are not going to describe any more in detail, but, instead, shall look at the general 

problem of measuring length. 

First we must decide what we mean by length. On the whole we know fairly 

well what we mean in the case of objects whose velocity is small compared with 

that of light, and which we can see, or almost see, in the laboratory or near the 

Earth and Sun - a range in length say of about IO-� to about 10' 1  m. But when 

we consider objects whose velocity is not small compared with that of light, or try 

to extend the range downwards to objects as small as atoms and elementary 

particles, or upwards to the distances that separate us from the stars and galaxies, 

we have to say what we mean by length and distance - we cannot lay a ruler 

across a nucleus or extend one to a star. We have to say something like 'if we do 

such and such an experiment, the result is as though something extends over such 

and such a distance, or is a certain distance away'. Such operational definitions 

sometimes lead to concepts of length and distance which differ from our usual 

common-sense ideas on the subject. But the latter have come from seeing and 

thinking about lengths over a very restricted range. So we need not be too 

surprised if they do not apply when the range is enormously extended. 

The problems of definition and measurement at the extreme ends of the range 

are outside the scope of this book. We shalI only consider the range where our 

common·sense ideas do apply. However, it does no harm to put the discussion in 

a more general context and to remind ourselves that behind all measurements lies 

the definition - usually implicit - of the quantity being measured. 

Even restricting ourselves to measurements of length of the order of 1 )lm to 

1 m, we have a range of instruments to choose from. In deciding which one to use 

we should consider the following; 
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Table 6.1. Suitability of some instruments for measuring length 

Instrument Rangefm Precision f �m Applicability 

metre rule 1 200 general 
vernier calipers 0.1 50 most useful for overall dimensions 

of an object, also for dimensions 
of a space -width of gap. 
diameter of hole 

cathetometer 1 10 general 
micrometer screw gauge 0.1 2 overall dimensions of an object 
travelling microscope 0.2 general 

(a) The nature of the length we wish to measure, for example, whether it is the 

distance between two marks or between the two end-faces of a rod or bar, or the 

diameter of a hole or of a rod. 

(b) The rough value of the length. 

(c) The precision required. 

In Table 6.1 we list five instruments which are available in the range we arc 

considering. Vernier calipers are shown in Fig. 6.4. A cathetometer is simply a 

telescope that can slide on a rigid graduated bar. A travelling microscope is an 

instrument in which the distance travelled by the microscope, from a position in 

which one Object or mark is in focus on its crosswires to another similar position, 

is given by the rotation of a screw device that controls the motion. (This 

instrument is subject to the error known as 'backlash'. Owing to looseness in the 

moving parts, the reading depends on the direction from which the crosswires are 

moved into position. The error is avoided if the final setting is always made from 

the same direction.) The table shows the approximate range and precision, and 

type of measurement for each instrument. 
Of course, having chosen the right instrument we have to make the right set of 

measurements with it. In theoretical physics we say a cylindrical rod has a 

diameter of d mm and that is the end of the matter. But in practical physics we 

have to verify that the rod is a cylinder - or, to be more correct, to say within 

what limits it is. So at one place along the length we should measure the diameter 

in various directions. Then we should repeat the measurements at various places 

along the length. As always, the thoroughness of the investigation depends on the 

purpose of the measurements. Similarly, before giving a distance between the end 

faces of a bar, we must check the extent to which the faces are parallel. 

We mention briefly how the range of lengths and the precision of the measure­

ments may be increased. The latter may be achieved by optical interference 

experiments. Similar experiments with various forms of waves - light, X-rays, 

electrons, neutrons - also extend the range in the downward direction. Another 
way of measuring changes in length is to measure the change in capacitance when 

one plate of a capacitor moves relative to another (Sydenham 1985). At the upper 
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Fig. 6.4. Vernier calipers. The parts marked A form a rigid unit, which is free to move relative to the rest of the instrumenl 
when the spring-loaded bunon B is pressed. The three distances marked d are equal and are read off from the vernier scale. 
(I) gives the diameter of a rod, (2) the diameter of a hole, and (3) the depth of a blind hole. 
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end of the length range we may measure distances by triangulation. The enormous 

cosmological distances are deduced - indirectly and with varying degrees of 

plausibility -from measurements of quantities such as the apparent brightness of 

stars (Pasachoff el 01. 1994). 
All is grist to the physicist's mill. We look for any physical phenomenon that 

depends on the quantity we wish to measure. From the variety of instruments 

based on these phenomena, we select one of appropriate applicability, range, and 

precision. 

6.5 Measurement of length - temperature effect 

In any precise measurement of length we must consider the effects of thennal 

expansion. This applies first to the object being measured. Suppose, for example, 
we require the length of a tube at liquid.hydrogen temperature (20 K). If we 

measured its length at room temperature and did not allow for the contraction, 

we should make a serious error. In this extreme case, to calculate the correction 

we could not assume that the linear expansivity was independent of temperature, 
but would have to know its values from 300 K down to 20 K. 

Second, we must consider whether thermal expansion is affecting the readings 

of the instrument used to measure the lengths. And last, if we calibrate the 
instrument by measuring the length of a standard object such as a gauge block, 

we must consider whether the length of the latter has departed from its nominal 

value owing to temperature change. 

In Table 6.2 the values of G, the linear expansivity, for a few common 

substances are given. The values are approximate and correspond to room 

temperature (293 K). lnvar is a steel alloy containing 36% nickel; its chief merit is 

its very low expansivity at room temperature, and it is often used when this 

property is required. At higher temperatures its value of 0: increases. Fused silica 

is superior as a low-expansion substance; the value of 0: given in the table applies 

up to 1300 K. Moreover, it is extremely stable dimensionally. It is therefore often 

Table 6.2. Linear expansivity alor some common substances 

Substance 

copper 
brass 
steel 
lnvar 
soda glass 
Pyrex 
fused silica 
wood - along grain 

across grain 

17  
19  
I I  

I 
, 
3 
0.5 
4 
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used in precise measurements where the geometry must be very exactly defined 

and must vary as little as possible with temperature. 

Let us look at the actual values in the table. The substances listed are fairly 
representative:. Most solids at room temperature have values of 0: in the range 5 to 
25 x 10-6 K - I .  If we take 10-$ K - I  as a typical value, we see that a change in 

temperature of 10 K corresponds to a change in length of I part in 104. 
It is very important in practical physics to have an idea of orders of magnitude 

of this kind. On the one hand, if we do not correct for thermal changes in 

dimensions in a precise measurement, we may make a serious error. On the other 

hand, if we were to calculate the possible thermal correction every time we 

measured a length of any kind, we would obviously waste a lot of time. Common 

sense tells us this, But what common sense does not tell us is at what stage, as the 

precision of an experiment is increased, we should start to concern ourselves with 

the effect. This is where the order of magnitude calculation comes in. It tells us 

that, for temperature changes of less than 10 K, we need not worry about 

temperature effects in length, unless we are measuring it to better than I part 

in 104. 

6.6 The beat method of measuring frequency 

(a) Tire plrenomenon of beats. Suppose we have two sinusoidal waves of equal 

amplitude A but slighlly different frequencies II and 12' We do not specify the 

physical nature of the waves. They may, for example, be the displacement in space 
of a mechanical vibrating system or the voltage across a capacitor in an oscillatory 

circuit. Whatever their nature we can represent the separate displacements by 

YI = A cos bt/l( and Y2 = A cos 21th(. (6. 1 )  

They are shown i n  Fig. 6.Sa and b .  I f  the two waves act together, the total 

displacement is 

Y = YI + Y2 = A(cos 21t/1 ( + cos 21th I) 
= 2A cos2n

li ;h I cos 2n
Ji ;/2 I. (6.2) 

SupposeJi andh are fairly close in value, that is, 

(6.3) 

Then we may regard the factor cos 2n[(f1 +12)/21' in (6.2) as representing rapid 
sinusoidal motion. the amplitude of which is varying slowly according to the 

factor 2A cos 2n(ifl -11)121(. The overall motion is shown in Fig. 6.Sc. 

Quite apart from (6.2), derived from the previous line by straightforward 

trigonometry, we can see how the waves in (a) and (b) in Fig. 6,S add to give the 
wave in (c). At lime P the two waves are in phase, and their sum is large. As their 

frequencies are slightly different, they gradually get out of phase until at Q they 
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(.) 

(b) 

y, 

« )  

y = y, + y, p a A 

Fig. 6.5. The two waves YI and 1z, of slightly different frequency, add to 
give the resultant shown in (e). 

are exactly 1800 out of phase, and their sum is zero. At R they are back in phase 

again. This phenomenon, the successive swelling up and dying down of the 

resultant, is known as beals, and the frequency of the maxima in the amplitude 

variation is known as the beatfrequency. 
The broken line in Fig. 6.5c has a frequency ifl -h)/2. But the maximum 

amplitude occurs twice in each of its cycles. So the frequency of the beats is given 

by 

(6.4) 

This is an important result. 

(h) MeQsurement of jreqluncy. The phenomenon of beats provides a very precise 

method of measuring the frequency f of a source, particularly for electromagnetic 

waves. For such waves we can produce a standard source whose frequency fo is 

known very precisely indeed - see section 7.4. lfwe mix its output with that of the 

unknown and measure the beat frequency fb, we have 

(6.5) 

The precision of the method lies in the fact that we can find a standard oscillator 
such thatfo is close tof. ThenJb is a small quantity; so even a relatively imprecise 

measurement of it suffices to detenninef precisely. This is an example of the Case I 

situation mentioned on p. 48. 

Suppose, for example, 

fo = 1 000000 Hz and ib = 500 ± 5 Hz. 
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Then 

/ =  I 000 500 ± 5 Hz. (6.6) 

In other words, a measurement of fb to I pari in 100 has given the value of f lo 
1 part in 200000. 

To measure A it is necessary first to extract from y in Fig. 6.5c a signal 
equivalent to the positive envelope of the wave, a process known as detection or 
demodulatiun (Horowitz and Hill 1989). The frequency of the signal is then 
measured by some standard method, e.g. by converting the signal into a series of 
pulses, one for each cycle, and counting the number of pulses in a known lime 
interval. 

We have taken the positive sign - arbitrarily - in (6.5) to obtain the value off 
in (6.6). How would we know which sign to take in practice? One way would be to 
measure! approximately to find oul whether it was greater or less thanJo. In the 
present example a measurement precise to slighliy better than I part in 2000 
would be adequate for the purpose. Another way of selecting the correct sign is to 
make a slight change in /0. say to increase it slightly. and observe whether fb 
increases or decreases. 

6.7 Negative feedback amplifier 

(a) Principle of neg at ire feedback. Suppose we have an electronic amplifier which 
has the property that, when a voltage V; is applied across its input tenninals, a 
voltage Vo appears across its output tenninals, where 

(6.7) 

We assume (t is a constant and call it the intrinsic guin of the amplifier. We shall 
not concern ourselves with the internal details of the amplifier but shall Simply 
represent it as a box with input and output tenninals (Fig. 6.6). 

Suppose now that we have a certain signal voltage V. that we wish to amplify, 
but that, instead of applying V. directly to the input terminals, we subtract from it 

, v , 

'"""' Amplifier 

Fig. 6.6. Schematic representation of amplifier. 
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a fraction PVo of the output and apply the remainder to the input terminals. This 

procedure of reducing the input signal by something that depends on the output is 

known as negative feedback. Figure 6.7 is a schematic representation of the 
situation where the feedback signal is obtained from a simple resistance chain. 

v . , 

v; 1 
Amplifier 

I �V, 

.h 
Fig. 6.7. Amplifier with negative feedback. 

We have 

V; = V, - pVo. (6.8) 

Therefore 

(6.9) 

whence 

(6.10) 

So the net of overall gain is reduced by the feedback:, since a and P are both 

positive numbers. 
Now what is the point of this? The answer comes from considering what 

happens when op is very much larger than unity. In that case we may neglect the 

I in the denominator of (6.10), and the gain be<:omes l ip. In other words, the net 
gain does not depend on the intrinsic gain of the amplifier, but only on the 

fraction p of the output that is fed back:. 

(b) Advantages of the method. (i) Insensitivity to variations in .fupply voltage and 
amplifier components. The quantity P can be fixed very precisely. It simply 
depends on having a pair of well-defined resistors. The quantity 0 on the other 

hand can vary for many reasons. For example, it may ftuctuate owing to changes 

in the supply voltage. Again, it may vary from one amplifier to another owing to 
small changes in the various components - resistors, capacitors, and transistors. 
Nevertheless, provided the value of P is the same for all the amplifiers, their 
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overall gains wiiI be al�ost equal. The fact that negative feedback reduces the 
gain of an amplifier is not really a disadvantage, because pure gain as such is quite 
easy to achieve. 

Quite apart from (6.10), it is easy to see qualitatively why negative feedback 
reduces the sensitivity of the net gain to the intrinsic gain of the amplifier. 
Suppose the amplifier is working with feedback at a certain value of Q, p, and V •. 

Then V<, and Vi are given by (6.10) and (6.8). Now suppose that for some reason 
the value of a is reduced. This tends to reduce Vo• which reduces the feedback 
voltage PV". which results in an increase in Vi. Therefore the output Vo is not 
reduced as much as it would otherwise be. or course it must be reduced by 
something, however small; otherwise the whole sequence of steps that we have 
just outlined would not occur at all. 

Let us put in some numbers to show how negative feedback reduces the effect 
of a change in 0 on the net gain of an amplifier. If 

then 

1 
0 = 20000 and P =

IOO'  

. 20 000 
net gam = 

I + 200 
= 99.50. 

(6 11)  

(6.12) 

Now suppose that 0" drops to 10000 - a very large drop indeed. The net gain 
becomes 

10000 
= 99.01-

1 + 100 
(6.13) 

So through the intrinsic gain changes by a factor of 2, the net gain changes by 
only }%. 

(ii) Improved frequency response. Suppose the input is a sinusoidal voltage. For 
most amplifiers the intrinsic gain depends on frequency, owing to the various 
capacitances in the circuit. The advantage of obtaining the feedback voltage from 
a resistance chain is that P does not depend on frequency. So the overall gain of 
the amplifier is practically independent of frequency. 

In a hi-fi audio amplifier, heavy negative feedback is used to achieve this 
situation, which means that musical notes of all frequencies, and their harmonics, 
are amplified by the same amount. This is necessary for the final result to be a 
faithful copy of the original, and the specification of the amplifier usually contains 
a statement about the constancy of the overall gain over a specified frequency 
range. 

(iii) Improved linearity. If, for a signal of given frequency, Vo is not a linear 
function of Vi, we still write 

Vo = oV;, (6.14) 

but 0 now varies with V;. However, provided oP » I for all values of V;, the 
same reasoning applies as before, and 



6.8 Servo systems 

(6.15) 

So, provided P is constant and oP » 1, Vo is approximately a linear function of 
V., and this is true no matter how non-linear the relation between Vo and Vi. 

Other advantages of negative feedback are that the input impedance of the 

amplifier is increased and ilS output impedance decreased. 

(e) Stability. If the sign of the feedback signal is reversed, so that it adds to the 

signal V. instead of sUbtracting from it, we have positive feedback. Equation 

(6.10) still applies with P negative. II is now possible for ap to be equal to - I, in 

which case the equation gives an infinite value for Vo. What happens in practice is 

that Vo rises to a large value, the capacitive and inductive elements in the circuit 
give time delays, and the system becomes unstable and starts to oscillate. Circuits 

based on this principle are in fact designed deliberately as oscillators. 

However, if the circuit is required as an amplifier, such behaviour is highly 
undesirable. The danger with any type of feedback circuit is that even though we 
intend always to have negative feedback, we may in fact get positive feedback at 

certain frequencies. This is because the amplifier produces phase shifts in the 
signals and these shifts depend on frequency. Part of the art of designing an 

amplifier is to ensure that it remains stable at all frequencies. The theoretical 
conditions for this have been worked out by NY9uisi and oth�rs. 

For a full discussion of the \heory and design of negative feedback amplifiers 
you are referred to one of the books listed on p. 206. 1n this section we have given 
only an introduction to this important idea, which may be applied to all 

amplifying devices. 

6.8 Servo systems 

(a) The serpo principle. Suppose we have an apparatus S, some feature of which 

we wish to control from a unit C. We may take a control signal from C, put it 

through an amplifier A and apply the output to S. 

Suppose now we allow S to produce a signal F that is a measure of the quantity 

we are trying to control, feed it back so as to subtract from the control signal and 

apply the difference to the input terminals of the amplifier - Fig. 6.8. This system 
of controlling the apparatus is known as a servo system. We see that it is based on 

the idea of negative feedback, and many of the advantages of negative feedback 

that we considered in the last section in relation to amplifiers apply also to quite 

general servo systems. 

(b) Example - temperature control. As an example of the servo principle we 

consider a bath whose temperature Twe require to keep constant, at a value that 
depends on the setting of a control. The bath - Fig. 6.9 - loses heat to its 

surroundings, and its temperature is maintained by means ofa heating coil H. Let 
the control produce a voltage Ve. The feedback is provided by some device that 
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c f---

I-- A I--

F f---

I 
Fig. 6.8, Block diagram of servo system. 

It. • v.,-v, 

Co" 
juoclion 

P Bath 

5 

Fig. 6.9. !krvo system for maintaining bath at constant temperature 

gives a signal thai depends on the temperature of the bath, for example a 

thermocouple with its hot junction at P. Suppose this produces a voltage Vf. The 

voilage V,,- Vr is fed into an amplifier, the output of which goes Hill l'nicro, 

processor. The output from this unit controls the current through the heating coiL 
The required temperature T is that for which the thermocouple output Vr is 

equal to Ve' When the bath is at Ihis temperature, the input signai lo the amplifier 

is zero. The microprocessor is programmed $0 that under this condition' the heat 
supplied to the bath is constant. At equilibrium the heat supplied is equal to the 

heat loss of the bath at temperature T. If for any reason the temperature should 

fall, for example because the heat loss increases due to a fall in the surrounding 

temperature, Vr falls, and the positive signal Vc- Vr acts via the amplifier, 

microprocessor, and heating unit to increase the current through the heater. 
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Conversely, if the temperature rises above T, Yc- Yr becomes negative, and this 

results in a decrease in the heating current. 

We see then the essential features of a servo system. We must have a control 
signal Ye. This acts as a reference. We must have an output signal Vr, which is a 

measure of the physical quantity that is being controlled. The difference between 

the two signals is used to operate a device which acts so as to reduce this 
difference to zero. In short a servo system provides automatic control. 

(c) Stability. So far we have ignored time lags in the system. However, these have 
an important effect on its behaviour. Suppose in the example we move the control 
to correspond to a new higher temperature r. While the bath is warming up and 

T is less than T', the servo mechanism is providing higher and higher currents to 

the heater. This continues until the thermocouple reaches T'. However, owing to 

thermal time lags in the system, heat continues to come in at a rate greater than 
the equilibrium heat loss at temperature T'. So the temperature of the bath rises 

above this value. Whereupon the servo mechanism starts to reduce the heating 

current, and again, owing to thermal time lags, it reduces it too much. 

This type of oscillatory behaviour in a servo system is known as hunting. It is 
analogous to the instability we mentioned previously in connection with positive 
feedback in amplifiers. Mathematically the two types of behaviour are equivalent. 

Instability in servo systems is overcome by damping, that is, by diminiShing the 

change in the applied quantity - heat into the bath in the present example - in 
various ways. The microprocessor may be programmed to respond, not only to 

the instantaneous temperature of the bath, but also to its past history, so that a 

time-varying heater current is applied such that the bath is brought to the required 
temperature r as quickly as possible, with minimum, or indeed zero, overshoot. 

6,9 Natural limits of measurement 

It might be thought that, if we used sufficiently sensitive instruments and took 

enough care, we could make measurements as precisely as we pleased. But this is 

not so. Quite apart from the limitations imposed by the uncertainty principle in 

quantum physics, with which we are not here concemed, there are several 
phenomena which give rise to random fluctuations in measuring devices. These 

fluctuations are known as noise and provide natUrAl limits to the precision that 

can be achieved. 

(a) Brownian motion. One source of random fluctuation in a measuring instru­

ment is Brownian motion; an example is provided by a small mirror suspended by 

a torsion fibre. If the restoring couple due to an angular displacement 0 is cO, then 
the potential energy is 

v = ! ce2. (6.16) 

The mirror is being constantly bombarded by gas molecules, and, though the value 



" Some laboratory instruments and metho<ls 

of the couple they exert is zero when averaged over lime, its instantaneous value is 

not, and the mirror undergoes random fluctuations about its mean position. 
The mirror is in thermal equilibrium with the gas molecules. So, by the theorem 

of the equiparlition of energy, the average value of V is !kT. where k is the 

Boilzmann constant and T the thermodynamic temperature.'" The average value 
of fi1 is therefore 

f1 = kT. 
, (6.17) 

Since k = 1.]8 x iO-21 J K _ 1, the effect is usually small at room temperature. 
However, for small values of c, the fluctuations become appreciable; in fact, the 
phenomenon has been used to provide a value for k (Kappler 1938). 

Notice that the effect cannot be reduced by reducing the pressure. Such a 
reduction decreases the number of molecules striking the mirror per second and 

changes the motion from a high speed jitter to one with sinusoidal swings, but the 
average value of (j1 remains the same. Some diagrams of the motion are given in 

Fowler 1936, p. 783. 

(b) Johnson noise. A second and important type of thermal agitation is the 
phenomenon known as Johnson or thermal noise. A resistance R at temperature T 
is found to act as a generator of random emfs. They may be regarded as arising 

from the thermal motion of the conduction electrons. The resulting emf E varies 
in an irregular manner, and, if a frequency analysis is made, the averAge value of 

£1 in the frequency rangef tof + dl is 

£i = 4RkTdf (6.18) 

We are simply quoting this result.' It follows from basic thermodynamic 
reasoning and is valid provided 1 «  kTlh, where II is the Planck constant. (At 

room temperature kTlh = 6 THz.) 
Notice that the right-hand side of (6.18) does 110t contain f itself. In other 

words, except at very high frequencies, Johnson noise is constant throughout the 
frequency spectrum and is proportional to the product RT. For this reason, when 

the signal to be amplified is very weak and the noise therefore very troublesome. 
the amplifier is sometimes cooled to liquid-nitrogen and even liquid-helium 
temperatures. This not only reduces the value of T but also that of R. 

(c) Noise due 10 the discreteness 01 matler. Electric current is carried by discrete 

particles -electrons and electron holes. In successive intervals of time the number 

of particles in motion fluctuates. a phenomenon known as shot noise. The smaller 

• Til<: equipartition theo�m is discussed in most le�tbooks on statistical mechanics; � for example 
Zemansk� and Diumlln 1991. 
For comprehensive accounts of noise in mcasu�mcnts sec Robinson 1974 lind Milburn and Sun 
1998. The former gives a proof of (6.18). For I good introduction to f�qucnc� (Fourier) an81�sis see 
Wilson 1995. 



Exercisu 

the current, the larger the fractional fluctuation. Examples of shot noise are the 
fluctuations in the current of a semiconductor diode due to variations in the rate 

at which the charge carriers cross the p-n junction, and fiuctuations in electron 

emission by a thermionic cathode or photocathode. 

(d) Flicker noise. In addition to Johnson noise and shot noise, which are 
fundamental and do not depend on the quality of the components in which they 

occur, there is another type of noise which depends on the detailed properties of 

the component. It is known as flicker or I Ifnoise because its frequency spectrum 
varies as I If Thus it is most important at low frequencies. The physical origin of 

fiicker noise varies from one device to another. It commonly arises from 

variations of properties with time in devices which are not in thermal equilibrium, 

but are subject to an external disturbance such as a bias or signal voltage. For 
example, a carbon resistor consists of a large number of small granules with 

contact resistance between them. When a current passes, small random motions 
of the granules produce changes in the overall resistance, and the voltage across 

the resistor fluctuates with time. In a biased semiconductor device, flicker noise 
arises from fluctuations in the rates at which the majority and minority carriers 

are generated and recombine in heterogeneous regions of the crystal. 

(e) Nom in general. Except for work involving the detection of very weak signals, 

the various sources of noise we have been describing are not usually limiting 
factors in nonnal laboratory measurements. Other sorts of disturbance are often 
present and may be more serious. Common examples are pickup from the mains, 

interference by nearby electrical machinery, spurious signals due to bad electrical 
contacts and faulty electronic components. 

Exercises 

6.1 A stroboscope is a device for measuring the frequency I of a rotating object by 

viewing it with a flashing light of known frequency 10 and measuring the apparent 

frequency lapp of rotation. 

(a) Show that if I is roughly equal to m(o, where m is an intc:ger, 

/.pp = f - m/o. 
What is the Significance of a negative value for lAPp? 
(b) If 

m = 5. 
10 = 100.00 ± O.O! Hz, 

/.w = 0.40 ± 0.05 Hz, 

calculate the value ofl and its standard error. 

6.2 The period T of a rigid pendulum is determined by measuring the time ( taken for 

an integral number of swings N. The error D.( in ( comes from starting and 

stopping the timer and may be assumed to be independent of t. So the larger the 

value of N and hence of t. the more precise is the value of the period. 

7' 
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leI the value of AI be 0.2 s. Twenty swings are counted and are found 10 take a 

time 1 = 40.8 s. The pendulum is sel swinging again; this lime the swings aTC not 

counted, but an integral number NI are found to take 162.9 s. It is set swinging a 

third lime. and N2 swings aTC found to take 653.6 s. Deduce the values of NI and 

N�, and the final value of T with its error. (Assume that the amplitude of Ihe 

swings is sufficiently small for the variation in Ihe period to be negligible 

throughout the measurements.) 

6.3 Make a critiC<ll comparison of the following types of thermometers on the basis of 

range of temperature, precision, convenience (including situations of particular 

applicability). and cost" 

(a) mercury in glass, 

(b) thermocouple. 

(c) platinum resistance, 

(d) thermistor, 

(e) constant volume gas thermometer, 

(f) optical pyrometer. 

6.4 Make a list of possible ways of measuring magnetic fields and compare tbem as in 

thc previous exercise. 

The following discussion exercises are meant to make you think about the nature 

of measurement and to help you see how measurement and theory are inextric­

ably bound together. Some of them involve ideas beyond the scope of the average 

first-year undergraduate course:. 

6.S Discuss the concept of size: as applied to 

(a) an atom, 

(b) an atomic nucleus. 

6.6 Discuss appropriate methods of measuring the distance betwc:c:n 

(a) atoms in a crystal. 

(b) the two atoms in a hydrogen molecule, 

(c) two points about 10 km apart on the Earth's surface, 

(d) the Earth and the Moon, 

(e) the Earth and a nearby star, 

(f) the Earth and a distant star. 

6.7 Discuss appropriate methods of measuring the mass of 

(a) a sack of potatoes. 

(b) a bar of gold, 

(c) a proton. 

(d) a neutron, 

(e) the Earth 

6.8 Explain what is meant by the following statements and how they may be verified: 

(a) The temperature of a salt following adiabatic demagnetization is 0.001 K. 
(b) The temperature in a plasma is 50000 K. 
(c) The temperature in outer space is 3 K. 
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In the present chapter we consider some examples of experimental techniques. 
They have been chosen because they contain many ingenious features and show 
that the same principles of good experimentation apply whether the experiment 
be advanced or elementary. They come from different branches of physics -
optics, electricity, mechanics, and atomic physics -and are illustrated in different 

contexts - either as an instrument, a complete experiment, or an application. This 

is the hardest chapler in the book, as some of the physics may be unfamiliar to 
you. But each section stands alone, so you can omit any one of them - or indeed 
the whole chapler -al first reading, and carry on with the rest of the book. On the 

other hand, Ihe experimental ideas contain so many instructive features that you 

will find a little perseverance well rewarded. 

7.1 Rayleigh refractometer 

(a) Description of instrument. The Rayleigh refractometer is an instrument 
devised to measure the refractive indices of gases and also small changes in the 

refractive indices of solids and liquids. 
Monochromatic light from a vertical slit S (Fig. 7.1) is collimated by an 

achromatic lens LI and falls on two vertical slits SI and S2. The two beams pass 

through tubes TI and T2 of equal length t, lying in the same horizontal plane. The 
beams then recombine to form vertical interference fringes in the focal plane of 
the lens L2. The fringes are viewed by a small cylindrical lens L). 

To measure the refractive index of a gas, the fringes are first observed with both 
tubes evacuated. Gas is then admitted to one of the lUbes. say TJ, thereby 

increasing the optical path of beam 1 .  This causes the fringe pattern to move 

o 
" 

Fig. 1.1. Rayleigh refractometer - view from above. 
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sideways and the number of fringes passing a crosswire is counted. If p (not 

necessarily an integer) fringes pass, the refractive index /1 of the gas is given by 

1(/1- \ )  = pJ .• (7.1 ) 

where )' is the wavelength of the light. We consider some practical aspects of the 

instrument in the following sections; a detailed account of the Rayleigh refract­
ometer will be found in Ditchburn 1952. 

(6) Reference system. Instead of using a crosswire as the reference or fiduciary 

mark, it is better to use a second set of fringes which remain fixed. These are 
obtained by allowing only the upper halves of the beams from SI and S2 to pass 

through the tubes. The lower halves pass under them and produce a second, 
independent set of fringes. Since the optical paths of the two lower beams are 

identical, the second set offringes remains fixed throughout the experiment. 
The advantage of this type of reference mark is that the eye is much more 

sensitive to relative displacements of two similar non-overlapping parallel lines, 
in this case the two sets of fringes, than to relative displacements between a 

crosswire and a fringe (see Fig. 7.2), In the first case, displacements of as little 
as k of a fringe separation can be detected; whereas in the second, the limit is 
about 10 of a fringe separation. The sensitivity of the eye in the first case is known 
as vern.ier Ilcufly. 

(.) 

-'" 
fringes 

Fixed 
ffinges 

I I I 
Crosswlre 

('I 

Moving 
fringes 

Fig. 1.2. Two forms of reference marks. (a) fixed set of fringes, (b) crosswire. 
The eye detects small movements more readily in (a) 'han in (b) 

Another important advantage of the fringe reference system is that distortion 

of the framework of the apparatus or displacement of the double slit S,S2 does 
not affect the readings, because these faults affect both sets of fringes in the same 

way. 

(c) CJ'lilldrical eyepiece. In a practical case the separation s of the slits S, and S2 
is about 10 mm. The angular separation of the fringes is given by 
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s8= J.. (7.2) 

So for ..l. = 500 nm, 0 is 5 x 10- S rad or about f. The fringes are thus very close 
together. They are viewed with the lens L), which is simply an accurately made 

cylindrical glass rod of diameter about 2 mm. The point of having a vertical 
cylindrical lens is that it only gives magnification in the direction of the separation 

of the fringes, which is where we want it. The effective aperture of the beam is 

much smaller than the pupil of the eye; any magnification therefore reduces the 
brightness of the field. If the magnification factor of the cylindrical lens is n 

(usually about 150), the brightness is reduced by a factor fl. A spherical lens of the 
same magnification would reduce the brightness by a factor fl2. Since lack of 

brightness is one of the disadvantages of the instrument, the saving of the 
cylindrical lens is well worth having. 

(d) Com/Unsator method. It is tedious to count the large number of fringes that 

pass the crosswire as the gas is admitted into the tube TI. The increase in the 

optical path length of beam 1 is therefore compensated by increasing the optical 
path length of beam 2 by a measured amount. The two fringe systems are used as 

an indicator to determine when the two optical paths are equal. 

Several methods of compensation have been devised. We shall confine ourselves 

to one. A fairly thin glass plate is placed in each of the two upper beams; one is 
fixed and the other can be rotated. When the two plates are parallel the path 

difference is zero. The path difference is varied by rotating the rod R (Fig. 7.]) to 

which the moving plate is attached. This is done by means of a micrometer screw 

M which bears against the radial arm A. In this way small changes in path 
difference can be made precisely and reproducibly. 

Fig. 1.3. Compensating device. 

The path difference produced by the compensating device can be calculated as 

a function of the setting of the micrometer screw, provided we know the 
dimensions and refractive index of the rotating plate. But it is a good general 

principle to prefer an empirical to a calculated calibration. So the compensator is 
calibrated by observations of the fringe system with monochromatic light. The 

7S 
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micrometer screw is rotated and its readings for displacement of I, 2, 3, . . .  fringes 

are noted. The calibration must be done at various wavelengths of incident Iigh!. 

(e) White-Jigh' fringes. All the discussion so far has been based on the use of 

monochromatic light. Clearly the ultimate measurements must be done in this 

way, because the wavelength is a crucial quantity in (7.1). However, it would be 

highly inconvenient if we used only monochromatic light. because all the fringes 
look alike. 11 would be necessary to sit watching the fringes as the gas was 

admitted into tube T! and to turn the screw on the compensating device at just the 
correct rale to ensure that the fringe system remained unchanged at all times. If 

the compensation was not exactly right and we lost sight of the fringes for an 

instant, we would not know which was the zero-order fringe. 

Fortunately this difficulty can be overcome by the use of a source of white light. 

Each monochromatic component in the source produces its own fringe system 
with its own spacing, the blue with the narrowest and the red with the widest (Fig. 

7.4). What we actually see is the sum of all these fringe systems. For zero path 

"'de< - 3 -2 - 1  0 3 

V\l\AAAf 
Blue 

-2 - 1  0 1 2 

f\!\I\!\!\ 
Yellow 

-2 -1 0 1 2 

jl\!\l\t 

R", 

While 

Reddish 

Bluish 

While 

Fig. 7.4. Fringes for blue, yellow, red, and white light. The central white 
fringe is at zero order. 
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difference, all the systems give a bright fringe, and the sum is a bright white 

fringe. But as the path difference increases, the systems get out of step and never 

get back in step again. (A finite set of different wavelengths may produce fringe 

systems that get back into step, but not an infinite set of continuously varying 

wavelengths.) The total effect is that the fringes on either side of the central white 

one are coloured. The colouring increases as we go farther out, and the fringes 

rapidly disappear. So with a white-light source we have a means of detecting zero 

path difference. 

The procedure in the experiment is therefore as follows. We start with both 

tubes evacuated and a white-light source. The micrometer screw is set approxi­

mately so that both sets of fringes coincide. The white light is replaced by a 

monochromatic source, and the screw is set accurately. The required amount of 

gas is let into one of the tubes. The screw is then turned to bring the zero-order 

fringe back into the central position. The fringe is located by means of white light 

as before, and the final adjustment made with monochromatic light. 

(f) Dispersion effect. A difficulty arises over the white-light method if the 

dispersion of the gas differs from that of the compensating plate. 

Consider the situation when there is no gas in the tube and the compensator is 

set to zero. The fringe system with the white-light source may be represented by 

the analytic diagram shown in Fig. 7.5a. This diagram is to be interpreted in the 

sense that if we draw a horizontal line across it, the crossing points give the fringe 

spacing at a particular wavelength. The lower we draw the line, the longer is the 

corresponding wavelength. Thus a horizontal line at the top gives the fringe 

spacing for blue light and at the bottom for red light. 

The total effect of the white light is obtained by collapsing the diagram in the 

vertical direction. The zero-order fringe, being originally vertical, collapses to a 

sharp dot, representing the central bright fringe, but the 1st, 2nd, 3rd, . . .  order 

fringes collapse to spread out lines which soon overlap, representing fringes that 

are blurred out. 

Now suppose that the gas is admitted and the rotating plate set to compensate 

for the increase in optical path length. If the dispersions of the gas and the plate 

are the same, we can achieve compensation at all wavelengths, and the analytic 

diagram looks identical to Fig. 7.5a. But if the dispersions are different, we cannot 

achieve simultaneous compensation at all wavelengths. Suppose we set the plate 

to achieve exact compensation at some wavelength in the middle of the spectrum. 

The diagram would then look like Fig. 7.Sb. The blue, say, is over-compensated 

and its zero-order fringe has moved to the right; the red is under-compensated and 

its zero-order fringe has moved to the left. If now we collapse this diagram 

vertically, it is fringe number 2 that becomes a dot. In other words, the white light 

fringe is no longer the one of zero order. (In general none of the fringes in Fig. 

7.5b is vertical, and the white-light fringe is not of integral ordeL) 
This defect in the ability of the white.light fringes to pick out the zero-order 
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Fig. 7.5. Analytic diagram to show fringe system with while light. A 
horizontal line gives the fringe spacing at a particular wavelength. Collap­
sing the diagram vertically gives the result for while light. (a) Dispersions of 
gas and compensating plate the same, (b) dispersions differen!. 

fringe may be overcome in two ways. The first is to admit the gas gradually so 

that we can follow the change in the white fringe. The other is to use short tubes 

to determine a preliminary value of the refractive index. which is sufficiently 
precise to determine the zero�order fringe when the longer tubes aTe used - see 

Ditchburn 1952, p. 279 for further discussion. 

(g) Precision and applicatwn.f. We have already said that the smallest path 
difference that can be detected is about ;/0;.. The largest that can be measured is 

about 250)" We have 

/!l..Jl = pA. (7.3) 
So for a tube 10 mm in length and A =400 nm, a change in Ii of 10-6 can be 

detected, and the maximum change that can be measured in 10-2. For a tube I m 

in length, the smallest detectable change is 10-8, and the maximum change is 10-4. 
The Rayleigh refractometer is the most precise instrument we have for 

measuring small changes in refractive index. The refractive index of a transparent 

mixture - liquid or gas - depends on the proportions of its components, and the 

refractometer is often the most precise device for determining the proportions or 
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small changes in them. The instrument finds a variety of applications in this way 
in physics, chemistry, and biology. 

For precise work the temperature must be strictly controlled - to obtain a 
precision of 10-6 for a liquid the temperature must be known to 10-2 K. The 
longer the tube, the more sensitive the apparatus, and the more difficult to obtain 
reliable results. Therefore we choose the shortest tube that will achieve the 

required precision in a given situation. 
The refractometer was originally designed by Lord Rayleigh (1896) to measure 

the refractive indices of the recently discovered inert gases, helium and argon. The 

value of IJ. - I  at s.l.p. is 3.5 x 10-5 for helium and 28.1 x IO-s for argon." As we 
have seen, the instrument is well able to measure even these low values. 

7.2 Measurement of resistivity 

(a) Introduction. For many years the most precise instrument for measuring 
electrical resistance was the dc potentiometer, but it suffers from the disadvantage 
that thermoelectric and drift effects give errors that are troublesome to eliminate. 

For this reason ac methods are now more commonly used for precise electrical 
measurements. As an example of a current technique we have selected a method 

developed by Friend and others for measuring the resistivity and the Hall effect in 

metallic specimens at low temperatures. The design of the apparatus contains a 
number of interesting features showing what can be done with semiconductor 

devices. We give here a simplified account of the method. Further details can be 
found in Friend and Bett 1980. To follow the discussion you will need some basic 

ideas on devices such as operational amplifiers, binary counters, and so on. These 

may be found in a number of books on electronics - see for example Horowitz 
and Hill 1989. 

(b) Description of the method. The basic experimental arrangement is shown in 
Fig. 7.6. A sine-wave voltage is generated by digital means at a frequency of 

/0 = 70 Hz and fed into a unit which produces an alternating current of the same 

Ref9rence L ____________ -' signal 
Fig. 7.6. Block diagram of apparatus for measuring the resistivity of a metallic 
sample (shown shaded) . 

• Kayc �nd Laby 1995, p. 131 ,  The valucs �rc ror " "  589 nm 
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frequency and of constant amplitude. The current I is passed through the sample 

via a pair of contacts A and B. The resulting voltage V developed across another 
pair of contacts C and 0 is fed into a unit, known as a lock-in amplifier, which 

acts as a highly tuned detector or demodulator, and gives a dc output propor­

tional to the amplitude of the alternating voltage V. An essential feature of a lock­
in amplifier is the injection of a reference signal with the same frequency 10 as the 

signal from the sample. This is provided by the sine-wave voltage generator. 

The current I is determined in a preliminary experiment by passing it through a 

known resistance and measuring the voltage across the resistance. The lock-in 
amplifier is calibrated by applying a known alternating voltage to its input 

terminals and measuring the resulting dc voltage at the output. These measure­
ments are made with a digital voltmeter which can measure dc and ac voltages 

and also resistance. 
To obtain the resistivity of the sample, the measurements are repeated with A 

and 0 as the current contacts and B and C as the voltage contacts. An ingenious 

theorem by van der Pauw (1958) shows that, for a sample in the form of a lamina 
of uniform thickness, the two sets of measurements, plus the thickness of the 
lamina, suffice to determine the resistivity of the material - irrespective of the 

shape of the lamina and the location of the points A, B, C, D. 
With this apparatus the experimenters were able to measure the current and 

voltage with a precision of about I part in 104• We consider each unit of the 

apparatus in turn to show how it functions. 

(c) Digitflf sine-walle I'oltage geMrator. The elements of this unit are shown in 

Fig. 7.7. A timer circuit produces clock pulses at a frequency of 256/0. These are 
fed into an 8-bit binary counter which produces the numbers 0 to 255 in 
succession. The entire sequence is thus repeated with a frequency In. The numbers 
are fed into a read-only memory with 256 registers. Each number locates a 

register, the contents of which - also an 8-bit number - are produced at the 
output of the memory unit. The contents of register n are preprogrammed to be 

Fig. 7.7. Digital sine-wave voltage generator. 
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C� = nearest integer to { [sin G;;) + I} x 127.5} . (7.4) 

The sucx:essive integers Cn (which you can see are in the range 0 to 255) are fed 

into a digital-to-analogue converter. This is a circuit that produces a voltage 

proportional to the digital input (Horowitz and Hill, p. 614). The output from the 
convertor is thus a serrated sine-wave as shown schematically in Fig. 7.7. The 
serrations are removed by an RC element in the circuit. Finally a I : I transformer 

TI removes the dc component, thereby providing a floating voltage signal which 

acts as the input to the current generator. This signal is a smooth sine-wave of 

frequency 10. Its amplitude may be varied in steps from 0.5 V to 2.5 V. 

The reason for using a digital method to produce the sine-wave voltage is that 

the amplitude of the wave is very stable, being fixed by the digital-to-analogue 
converter. This unit has a built-in voltage reference - see section (g) - that 

regulates the output voltage to a few parts in 1O�. 
The most significant bit of the 8-bit number from the binary counter is used as 

a reference signal for the lock-in amplifier. It is a square-wave with frequency 10' 

(d) Current generator. The current generator is shown in the left half of Fig. 7.8. 

The operational amplifier AI has the property that its gain is very high, so the 
voltage across its input terminals is very small and may be taken to be zero. The 

voltage across the resistor RI is thus equal to the voltage VI from the secondary of 

the transformer T I. The current through RI is therefore 

l = � .  
R, 

(7.5) 

Since the input impedance of the operational amplifier is high and the voltage 

across the input terminals is small, the current through the input terminals is very 

small indeed. Therefore virtually all the current I passes through the sample via 

the contact points A and B. The resistance RI may be varied in steps to give a 
range of current values from 10 J-IA to 20 mAo 

f,� voltaga 
geoetator 

Fig. 7.8. Currenl generator and sample. 

to lock·in 
amplilier 

8, 
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The basic properly of the current generator is that the current depends only on 

the values of VI and R, according to (7.5). It does nOI depend on the resistance of 

the sample or on any contact resistances. So the values of the current, obtained in 

the calibration measurements when the current is passed through a standard 
resistor, remain valid when the resistor is replaced by the sample. 

The voltage developed across the points C and 0 is applied to a step-up 

transfonner T 2 with a I :  100 ratio, which serves two purposes. The first is to 
match the low impedance of the sample to the higher impedance required by the 

lock-in amplifier. The second is to ensure that the signal applied to the amplifier 
depends only on the voltage difference Vc - VD, and not on the common-mode 

signal, i.e, the mean voltage i ( Vc + VD)-

(e) Lock--in amplifier, A simplified version of this unit is shown in Fig_ 7.9. MI 
and Ml are a pair of MOSFETs,· which in the present context act simply as a 

pair of switches, Each switch is closed when the gate of the MOSFET is at a 
positive voltage and open when the gate voltage is negative. The square-wave 
reference signal from the voltage generator is applied directly to the gate of M I  

and, via an inverter, to the gate of M2- Thus when the reference signal is positive, 

MI is closed and M2 is open; when the reference signal is negative the reverse is 
true. 

Square-wave 
ref9r1lf\Ce signal 
from voltage generator 

Fig. 7.9. Simplified version of lock-in amplifier, 

When MI is closed, the signal at P from the secondary of the transformer T2 

appears unchanged at Q. When M2 is closed, the signal appears at Q with its sign 
reversed. This is because the non-inverting terminal of the operational amplifier 
A2 is earthed. Since the voltage across the input terminals is close to zero, the 

• A MOSFET ;s a me!al-oxide-semiconductor-fleld_effec! transistor. See Horowitz and Hill, p. ! 17 for 
a description of the device. 
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Refer9nCe J signal 

Signal at P 

Signal ala 

". 
0""'.". 

Fig. 7.10. Waveforms in lock·in amplifier. The points P and Q are indicated in Fig. 7.9. 

voltage of the inverting terminal is effectively zero - it is a 'virtual earth'. The 

potential differences across the two IOkO: resistors are equal. Therefore, since 
their common point is at earth potential. the voltages P and Q are equal and 

opposite. The signal at Q is thus the rectified form of the signal at P - Fig. 7.10. 

The RC circuit on the right-hand side of Fig. 7.9 acts as a low-pass filter, i.e. the 
voltage across the capacitor C is, apart from a small ripple, equal to the dc 
component of the signal at Q, which in turn is proportional to the amplitude of 
the alternating voltage at P. 

(f) Noise reducrion. In a typical set of measurements the resistance of a small 

metallic sample varies from about lO-l n at room temperature to about 10-6 n 
at low (liquid-helium) temperature. To avoid heating the sample, the maximum 
current that can be used is about I mA. The signal from the sample is therefore of 

the order of n V. The ac method eliminates the effects of thermoelectric voltages 
which, in the present experiment where leads are taken from room temperature to 

liquid.helium temperature, are of the order of ).tV. However, with such a small 
signal, noise is a major problem. Apart from Johnson and II [noise mentioned in 

the last chapter, there are effects due to mechanical vibrations of the equipment in 

the presence of magnetic fields. In general there is also pickup from the mains at a 
frequency of 50 Hz, but the experimenters avoided this by working at a frequency 

of 70 Hz. 

The purpose of the lock-in amplifier and the low-pass filter. represented by the 

RCelement, is to reduce the noise. Consider the RC element first - Fig. 7.l la. For 

a sinusoidal wave of frequency [the relation between the output Vc and the input 
VQ is (see exercise 7 . 1 )  

I��I 
= 

(I + 41t2[!C2 R2) lfl· 
(7.6) 

" 
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Fig. 7. 1 1 .  RClow.pass filter. 

The relation is plotted in Fig. 7. l l b. trwe define a frequencyfb by the relation 

(7.7) 

we can see that 

for/</b. (7.8) 

We may take the frequency range 0 < f < fb as the bandwidth of the filter. The 
values of R and C are chosen so that!b «fo. For example, a typical value of RC 
is 1 S, giving/b =0.2 Hz, which may be compared with/o= 70 Hz. 

Now consider the lock-in amplifier, which acts as a mixer for the reference and 
the signal voltages. The reference voltage has a square waveform of fundamental 
frequency fo- Such a waveform contains higher harmonics of frequency 3/0• 5/0• 
etc, but we may ignore these for the present purpose. Suppose the signal is a 
sinusoidal wave of frequency f. Then the result of combining the reference and 
signal voltages is a wave with frequency components/+lo and f-Io (see section 
6.6). Since the filter only passes frequencies in the range 0 to Ib, the net result is 
that the lock-in amplifier plus the filter pass only those signal voltages whose 
frequencies lie in the range fo ±fb or (70 ± 0,2) Hz. In other words the combina­
tion acts as a highly tuned circuit whose resonance frequency is locked to Jo. 

Let us go back to the experiment. Without the lock-in amplifier the signal 
would be almost lost in the noise. However, the noise is distributed thro�ghout 
the frequency spectrum, whereas the signal is entirely at a frequency of 70 Hz. 
Therefore, with the lock-in amplifier we retain the whole of the signal, but only 
thaI part of the noise that lies in the narrow frequency range (70± 0.2) Hz. The 
noise is now much less than the signal. This technique for reducing the noise is 
known as bandwidth narrowing. 

The technique is a powerful one and finds application in several branches of 
physics, for example in the measurement of light intensities. Fig. 7.12 shows a 
schematic arrangement for measuring the transmission of light through a thin 
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Fig. 7.12. Noise reduction in a measurement or light intensity: "" .. steady 
beam or light: - - - - chopped beam. 

slab of material as a function of wavelength. A beam of monochromatic light is 
modulated or chopped by allowing it to impinge normally on a rotating slotted 
disc C. Fig. 7.12 shows a disc that chops the beam four times per rotation. The 
frequency of rotation, of the order of 100 Hz, is not critical. provided the 
modulation frequency 10 is not near the mains frequency or its harmonics. 

The modulated beam passes through the sample S and is detected by a 
photodetector 0, which produces an electrical signal that depends on the intensity 
of the light falling on it. The signal, a square-wave with frequency 10. is amplified 
and passed into a lock-in amplifier. A light-emitting diode L provides a secondary 
source of light, which is also chopped by the rotating disc and then detected by a 
phototransistor P. The output from P, after amplification, is applied as the 
reference voltage to the lock-in amplifier. You can see that the arrangement acts 
in the same way as in the resistance measurement. The sample signal and the 
reference voltage, being modulated by the same rotating disc, always have the 
same frequency. The effects of extraneous light and of noise in the detecting and 
amplifying components are much reduced. 

(g) Voltage standards. We return to the resistivity experiment. The method gives 
the resistivity in absolute units. The digital voltmeter used to measure the output 
of the current generator and to calibrate the lock-in amplifier is a commercial 
instrument capable of giving readings with a precision of about 1 part in 105. 

Such instruments have an internal voltage reference, commonly based on a zener 
diode. This is a semiconductor diode with the property that when the reverse bias 
voltage exceeds a certain value (known as the zener voltage) reverse current flows 
and rises rapidly with increasing voltage. Thus, by arranging that the current 
through the zener is kept constant within certain limits, the voltage across it is 
fixed within much closer limits. For diodes used as voltage references, the zener 
voltage V1 is about 6 V. 

For a given zener diode, V. varies with temperature T. Some values for a 
particular diode are given in exercise 4.4, p. 42. They correspond to a temperature 

" 



86 Some e.perimental te<:l1niqu!:,s 

coefficient d V./dT of a few mV K - I , which is too large for a precise reference 
device. However, other types of zener diode have lower temperature coefficients -
about 10 JlV K ·· 1 -and are suitable for the purpose. 

The reference voltage of a particular instrument may be determined absolutely 
by comparison with a voltage standard which is ultimately related to those in a 

laboratory such as the National Physical Laboratory in the United Kingdom or 
the National Institute of Standards and Technology in the United Slates. Al one 

time these standards were based on temperature-controlled Weston standard 
cells, but the present voltage standard is derived from the ac Josephson effect. In 

the presence of microwave radialion of frequency f the voltage across a 

Josephsonjunction has the value 

h V = n Ief. (7.9) 

where n is an integer, h is the Planck constant, and e is the elementary charge. 
Thus the measurement of a frequency, which can be made very precisely, provides 

an absolute voltage standard. For further details of voltage references see 

Horowitz and Hill, p. 331.  For a discussion of the Josephson effect and its use in 

voltage standards see Petley 1985. 

7.3 Absolute measurement of the acceleration due to the Earth's gravity 

(a) Introduction. In this section we consider a complete experiment, namely, a 

precision measurement of g, the acceleration due to the Earth's gravity. Although 

for many purposes we only require the variation of g from place to place (see 

p. 1 13), there are some applications for which we need its absolute value. These 

arise primarily from the need to establish the unit of force in terms of the 
fundamental units of mass, length, and time. We can measure the mass of a 

suspended object in terms of the kilogram unit (p. 191). If we know the absolute 
value of g at the position of the object, we know the absolute value of the force 
that the object exerts on its suspension. Apart from practical applications, such as 
the absolute measurement of pressure and so on, we need the unit of force to 
establish the unit of electric current, since this is defined in terms of the force 
between current-carrying conductors. Absolute values of g are also required for 
astronomical purposes, such as the calculation of the motion of bodies in the 
solar system, including nowadays artificial satellites. 

Until thc Second World War the most precise method of measuring g was by 

the use of a reversible pendulum - basically the same as that used by Kater over a 
century before. However, the effects of small irregularities in the pendulum and 

its supporting knife-edge placed an ultimate limit of about I in 10" on the 
precision that could be obtained.· 

The present method is to time the motion of a body in free fall and takes 

• S« Cook 1961 for K good introductory "rtid� on th� absolute det�rrnination of K. 
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advantage of the very high precision with which small distances and short times 
can now be measured. The instruments based on this method are of two types -
those in which a body is thrown up and measurements are made on the up and 
down parts of the motion, and those in which the body is simply allowed to fall. 
Each type has its advantages and disadvantages. The up-and-down instruments 
are less sensitive to air resistance effects, but care is necessary to eliminate 
vibrational effects from the body-launching system. The instrument to be 
described, by Zumberge, Rinker, and Faller 1982, is of the second type. 

(b) Description of the method_ The apparatus is shown schematically in Fig. 
7.13. The dropped object C1 is a cube-corner prism, known as a relrorejleclor, 

because it has the property that a ray of light, after internal reflection at each of 
three mutually perpendicular faces, returns travelling in the opposite direction. 
The principle is illustrated in Fig. 7.14 for the simple two-dimensional case. 

C]' and a similar cube-corner C2, act as the ends of an arm of a Michelson 
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Fig. 7.13. Schematic arrangement of the apparatus of Zumberge. Rinker, 
and Faller for the absolute measurement of g. 

interferometer. The light source for the interferometer is a stabilized He-Ne laser 
of wavelength;" The incident beam is split by a prism, and, after reflection at Cl 
and C1, the two beams are combined by the prism to give an interference pattern. 
A small part of the fringe pattern falls on a photodetector which gives an electric 
signal that depends on the intensity oflhe light. 

During the measurements, C1 remains at rest, while C1 falls freely under 

8, 
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A 

R 

B 

Fig. 7.14. Two-dimensional retroreflector. A and B art two mirrors mounted 
at right angles. An incident ray I, travelling in the plane perpendicular to the 
common axis of the mirrors emerges after two renections as the ray R 
travelling in the direction opposite to /. 

gravity. This causes the fringes to move, and the output from the photodetector 
oscillates with a period that corresponds to a change in height of )./2 for Ct_ 

The total distance thaI C1 drops during the measurements is about 170 mm. 

The value of A for the He-Ne laser is about 633 nm. The total number of fringes 
that pass (i.e. the number of sinusoidal oscillations of the output) is therefore 

N = 170 x 10-3 
:::::: 540000. 

� x 633 x 10-9 (7.10) 

The lime of occurrence of every 12  OOath fringe is measured by means of a digital 

clock. Thus about 45 points are obtained in the relation between height II and 

time I as the body C1 drops. These are fitted to the quadratic relation 

(7. 1 1  ) 

by the method of least squares. This calculates the values of u and g-which makes 

the sum of the squares of the deviations of the experimental values from the 

theoretical relation in (7.1 1 )  a minimum. 

The metre is now defined in terms of the second and the speed ofIighl (see 

p. 191). The wavelength of the laser is thus known in terms of the metre from a 
measurement of its frequency. The digital clock is calibrated in terms of the 
caesium standard which is used to define the second - see section 7.4. Hence g is 
determined in terms of the metre and the second. 

Let us consider what precision might be possible in the experiment. The 
photodetector can detect a change of about 2 x 10-3 of a fringe movement. So the 
fractional error in the length measurement is 
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(7.12) 

The total time of fall is about 0.2 s, which can be measured to about 0.1 ns. Thus 
the fractional error in t is 

(7.13) 

The error in g is therefore governed by the error in the length measurement, and is 
potentially about 4 parts in 109. Since g is about 10 m S-2, this corresponds to 

.6.g = 40 nm s -2." However, to achieve this accuracy, or something close to it, the 
systematic errors must be reduced to nearly the same level, and this objective 

forms the basis of the design of the experiment. We shall now describe the features 
of the apparatus that reduce the systematic errors to the required levels. 

(c) Falling chamber. It is clearly essential to eliminate as far as possible all non­

gravitational forces on the dropped object. The two most important here are air 

resistance and electrostatic forces. Air resistance is reduced by reducing the 
pressure in the chamber in which the object falls. However, at very low pressures, 

electric charge, which tends to build up on the Object, cannot leak away, thus 
giving rise to electrostatic forces. The experimenters overcame this difficulty by 

allowing the object to fall inside a chamber which was itself falling. 

The mechanism is shown in Fig. 7.15. Light from a light-emitting diode L is 
focussed by a sphere S attached to the cube-corner C. and falls on a detector. This 
is a device with two elements O. and D2• each of which produces an electric 

current which depends on the intensity of the light falling on it. Both the light­
emitting diode and the detector are fixed to the chamber. If the dropped object Cl 
falls slightly faster than the chamber, light from L falls on the element 0.; if C. 

falls slightly slower than the chamber, the light falls on the element O2, The 
difference in the current outputs from O. and O2 is amplified and made to drive a 
motor which controls the rate of descent of the chamber. Output from O. 

increases the acceleration of the chamber; output from O2 decreases it. Thus the 

whole device is a servo system (see section 6.8) for ensuring that the chamber falls 

with the dropped object C.< Notice that C. is falling freely and is unaffected by 
the action of the servo system, which acts only on the chamber. The chamber is 

vented to the vacuum chamber surrounding it, so that the air pressure in the two 

chambers is the same. 

The falling chamber device has three main advantages. Firstly, it avoids Ihe 

need for very low pressure to reduce air resistance. The dropped object and the air 
molecules in the chamber are all falling freely together. The absence of relative 
motion means that there is almost no force from the air molecules. In fact the 

• We continue 10 use SI units. Howe�er, a unit or ac<:eiel1ltion commonly used in gra�ilational work is 
lhe gal. I Gal .. IO- l m S-I, so I ).IGal .. 10 nm s-!. 

" 
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Fig. 7.15. Servo control of falling chamber. The motor, controlled by 
the output from the servo amplifier, drives the stainless steel ribbon to 
which the falling chamber is attached. 

experimenters still had to work at a reduced pressure (about 10-5 mm Hg). This 
was not due to air resistance, but to the effects of pressure and temperature 
gradients across the dropped object, which though small are nevertheless signifi­

cant at the very high precision of the experiment. 
The second advantage of the falling chamber is that, being made of conducting 

material, it shields the dropped object from external electrostatic fields. Lastly, the 

chamber can be controlled so that it gently arrests the fall of the dropped Object at 

the end of the measurements and returns it quickly to its starting point. This 
means that many sets of measurements can be made in rapid succession. 

(.I) Long-period isolator. So far we have considered only the motion of the 

dropped object C .. but we need to consider also the cube-corner C2 which acts as 
a reference and which is assumed to be at rest. How is this ensured? C2 must be 
supported in some way, and its support must ultimately be related to a point on 
the surface of the Earth. But this point will in general suffer acceleration due to 
both man-made and seismic vibrations. It is a reasonable assumption that these 
vibrations have no coherent phase relation to the times of successive drops of Cl. 
In other words, they give random and not systematic errors. However, there is no 
point in striving to reduce the systematic errors in an experiment if there remain 
substantial random errors. Suppose, for example, that for a single drop of Cl the 

error in g due to the vibrations in the support of C2 is 100 parts in 109, and that 
it is desired to reduce this error to ) parts in 109. Since the error in the mean is 
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1 /../ n times the error in a single reading, the number of drops required to reduce 

the error to the desired value is about 1000. It is obviously preferable to reduce the 

error in a single reading, rather than to rely on the inefficient effect of the 1/../ n 
factor, and the experimenters achieved this by means of a servo-controlled spring. 

Suppose that the cube-comer C2 is suspended from a spring to fonn an 

oscillating system of natural frequency 10. If a sinusoidal motion of constant 

amplitude and variable frequency lis applied to the upper end of the spring, it is 

readily shown that, when the damping is small, the amplitude of the displacement 

of C1 for the forced oscillations is approximately proportional to l/if6 -12). 
(When I = 10 this expression becomes infinite, but in practice the damping force 

keeps the amplitude finite.) The important point in the present application is that, 

for I � 10, the amplitude of the motion of C2 becomes small, i.e. C2 is effectively 

isolated from the motion of the upper end of the spring. For seismic vibrations 

the period is typically about 6 s. To isolate C1 it is therefore necessary that the 

period of free oscillation of the spring should be about 60 s. This would require a 

spring with a length of about I km, which is clearly impracticable. 

However, the experimenters were able to obtain an effective period of 60 s from 

a much shorter spring by electronic means. The principle of the method is as 

follows. Suppose we have a long spring of length L, fixed at its upper end, with a 

body attached to the lower end Q - Fig. 7.16. As the body makes venical 

oscillations with amplitude X, a point on the spring oscillates with amplitude 

proportional to its distance from the point of suspension. Thus a point P, distance 

I from Q, has amplitude (I - I/L)X. Now suppose we have a second spring of 

length I of the same material and with the same body suspended at its lower end. 

If. as the body oscillates with amplitude X. the upper end is made to oscillate with 

amplitude (I - I/L)X, the whole motion of the spring is the same as the lower 

part PQ of the first spring. and in particular the frequency of the motion is the 

same as that of the first spring. 

: 1  

Fig. 7.16. Vertical oscillations ora body on a spring. 

9' 
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Fig. 7,17. Long-period isolation device. 

Amplifier 

The upper end of the spring is given the required motion by a servo system very 

similar to the one controlling the falling chamber. The upper end of the spring is 

attached to a cylindrical housing H - Fig, 7.17. Fixed to the bottom of the 

housing is a light-emilting diode L and a photodetector with two sensing elements 

D\ and D2• As before, the sphere S attached 10 the cube-comer Cz acts as a lens, 

and a signal arrives at the amplifier that depends on the displacement of C1 

relative to the housing H. The output from the amplifier is fed into the voice coil 

of a loudspeaker, to which the upper end of the housing is attached. The gain of 

the amplifier is adjusted to make the amplitude of the oscillation of the housing 

some required fraction of the amplitude of the body C2. The closer the fraction is 

to unity, the larger is the period of oscillation of the spring. In this way the 

experimenters were able to use a spring of length I m whose period of dS61ration 

corresponded to a spring of length I km. 

(e) Other errors. The experimenters took many other precautions to reduce 

systematic errors, of which we shall mention only two. The first concerns the 

optical path. Clearly the light beams must be vertical; otherwise the length 

measurements will not give the height h, but h cos I/J, where I/J is the angle between 

the light beams and the vertical. There is a subtle effect which needs to be 

considered in this connection. The window in the vacuum chamber (W in Fig. 
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7.13) is tilted slightly in order to avoid reflection of the light back to the laser. This 

by itself does not cause a deviation of the beam from the vertical, because the two 

surfaces of the window are parallel. However, the difference in air pressure on the 
two sides means that the refractive indices of the air on the two sides are slightly 

different, and this, together with the tilt, does give a deviation. Fortunately, the 
effect is negligible, provided the angle of incidence of the light is close to zero. 

A second type of error arises from the electronic circuits that amplify the 
oscillating electric signal from the detector registering the passage of the inter­

ference fringes. As the dropped object descends, the frequency of the signal 
increases linearly with time, from about I MHz at the beginning of the measure­
ments to about 6 MHz at the end. The amplifying circuits produce phase shifts 
which depend on frequency. It may be shown that phase shifts that vary linearly 

with frequency do not affect the results - only a non-linear variation gives rise to 
error. The phase changes depend on the bandwidth of the amplifier." The 

experimenters found that a bandwidth from zero to about 30 MHz was necessary 
to reduce the error to an acceptable level. 

(f) Results. The apparatus was tested in several places, including Boulder, 
Colorado, and Sevres, near Paris. An example of a series of measurements made at 

Boulder in May 1981 is shown in Fig. 7.18. The results show the variation of g with 
time. at the same place, due to the tidal redistribution of water in the oceans. This 

variation has several components with different periods, the two most prominent 
having periods of a day. and half a day.t They are clearly seen in the figure. Each 

'. 
0 

E > 

-, 

... 

-2 
May 3 M'Y' 

Fig. 7.18. The tidal variation of g a t  Boulder. Colorado measured with 
the apparatus of Zumbc:rgc, Rinker, and Faller in May 1981. The curve 
shows the theoretical variation . 

• Sec Horowitz and Hi!! 1989. p. 243 
, Sec Cook 1913. chapler <I, for Ihe IheOf)' of tile vari�tion of C due 10 the lides 
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experimental point is the result of a set of 150 drops. The rms deviation of the 

points after the variation of the tides has been removed is 60 nm S- 1. 
Measurements taken at different places indicated an average error of about 

100 nm S-2, which corresponds to a fractional error of !:::.glg= 10-8. It may be 

noted that this error is about 100 times smaller than that of the most accurate 

reversible pendulum. A striking illustration of the very high precision of the 

apparatus is that its error is equivalent to the change in g due to a change in 

height of about 30 nun 0) at the surface of the Earth - see exercise 7.3. 

Since this experiment in 1982 the instrument has been imprOVed (Niebauer 
/!t af. 1995), and a number of absolute gravimeters, as they are called, have been 

constructed and operated in various parts of the world. In 1994 a comparison was 

made of the results of eleven instruments at five sites, which showed that the 

fractional error for the measurement of g had been reduced to about 3 to 4 X 1 0-9 

(Marson et al. 1995). 
An interesting experiment was reported by Peters, Chung, and Chu in 1999. 

They measured the gravitational acceleration of falling atoms wilh a fractional 

error of 3 x 10-9, and showed that the value obtained agreed with the value for a 

falling macroscopic object to within 7 parts in 109. The experiment involved very 

sophisticated atomic techniques; you are referred to the paper in Nature for the 

details 

7.4 Measurement of frequency and time 

(a) Introduction, Frequency - and its reciprocal, time - can be maintained and 

measured to a higher degree of precision than any other quantity in physics. This 

precision is not only the basis of some fundamental definitions, but also has a 

number of important applications. 

Several methods are available fOr producing oscillations of a standard fre­

quency. The simplest is to make use of a quartz crystal, which, by virtue of the 

piezoelectric effect. can act as a highly tuned circuit and produce an electromag­

netic oscillation whose frequency is a characteristic of the geometry of the crystal 

and its elastic properties. Crystals giving a frequency stability of I part in 106 are 

readily available. If the temperature of the crystal is controlled, a stability of 
about I part in 1010 may be obtained. 

(b) The cae.rillffl fltomic clock. Still higher stability is obtained from an oscillator 

whose frequency is controlled by transitions between two energy levels in an 

atom. The atom that has proved most suitable is caesium. A full explanation of 

the caesium clock needs quantum mechanics,· but we outline the basic ideas here. 

The caesium atom has only one stable isotope. Illes. The spin of its nucleus is �. 
It has a single valence electron. which has spin !. and zero orbital angular 

• The basic physics c;tn be found in ;t number of �ex�books - see for example Gasiorowicl 1996. 
chapters 15 �nd 22. and Bransden and Joachain 1983, p. 232. 
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j IF:4  F: 3 

Fig. 7.19. The two lowest energy states of the Illes atom 

momentum in the ground state. The quantum number for the resultant of the 
nuclear and electronic spin angular momenta is denoted by F, and, from the rules 
for adding angular momentum in quantum mechanics, takes values i + !  = 4, and 

i - ! = 3. The spin motions of the nucleus and the electron give rise to magnetic 
dipole moments. The F= 3 state corresponds to the two magnetic dipoles being in 
the same direction, and F= 4 to the two dipoles being in opposite directions. The 
two states have slightly different energies, the F= 3 state being lower - Fig. 7.19. 
Suppose we have a system of caesium atoms, some in one state and some in the 
other, and shine electromagnetic radiation of frequency 10 on it. If 10 satisfies the 
relation 

t::.E = hlo, (7.14) 

where t::.E is the energy difference between the two states, and h is the Planck 
constant, transitions will occur. Some atoms in the F=4 state-change to the F= 3 
state, and vice versa. If the frequency of the radiation does not equal 10, 
transitions do not occur, and the atoms remain in their initial state. 

The elements of the caesium clock are shown schematically in Fig. 7.20. The 
caesium is in an oven at a temperature of about lOO"C, which vaporizes the 
metal. The emerging beam, which contains atoms in both the F=4 and F= 3 
states in nearly equal numbers, passes into a magnet - A in the diagram - which is 
constructed to have a very inhomogeneous field. (It is often referred to as a Stern­
Gerlach magnet after two German physicists who pioneered its use.) The 

OSCillator 

Resonance cavily 

Fig. 7.20. Schematic representation of the caesium clock. The values of F are 
shown next to the beam paths. 

9S 
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inhomogeneous field produces a deflecting force on an atom that depends on its 

magnetic dipole moment. The atoms in the two quantum states have different 

values of magnetic dipole moment, and the magnetic field deflects them in 

opposite directions. The two sets of alOrns emerge from the magnet along 

different paths, and the F= 3 atoms are then blocked. The F= 4 atoms pass into a 

cavity where they are subjected to a radio-frequency oscillation of frequency 10-
This causes transitions so that some of the atoms leaving the cavity are in the 

F= 3 state_ The beam now passes through a second magnet B, idenlical to magnet 

A. The atoms in the F=4 and F= 3 states again emerge along different palhs. 

and this time the F=4 states are blocked. The atoms in the F= 3 state, i.e. those 

that have made a transition in the cavity, strike a tungsten detector, which gives a 

signal that depends on the rate of arrival of the atoms. 

If the frequency of the oscillator producing the radiation in the cavity drifts 

from/o, the rate of transitions in the cavity drops and so does the output from the 

detector. An electronic arrangement determines whether the frequency is less than 

or greater thanJo, and sends a signal to the oscillator which brings the frequency 

back to the correct value. We thus have a servo system that keeps the oscillator 

frequency tightly locked to the value/o 

The precision of present caesium clocks is beller than one part in 1O!4. The 

longer the time the caesium atoms are in the resonant cavity, the more precise is 

the frequency. In recent experiments this time has been increased by slowing the 

atoms down by radiative forces from photons in a laser beam, a process known as 

laser cooling .. see Cohen-Tannoudji 1998. They are then thrown upwards and 

allowed to fall back under gravity along the same path. This 'fountain' technique 

has so far yielded a further factor of 10 in precision. Experiments are in progress 

to use the transitions between states of ions trapped by a set of electromagnetic 

fields to stabilize the frequencies of oscillators. These promise even higher 

precision. but that is for the future. 

(c) Definirion 0/ rlre second and orlrer applications. The caesium clock is so stable 

that since 1967 it has been used to define the second. Prior to then the second was 

defined in terms of the Earth's yearly motion round the Sun. How�ver, neither 

this nor the Earth's daily rotation is as stable as a caesium-controlled oscillator. 

The definition of the second is made by assigning the specific value of 

9.192631 770 GHz t% . The value was chosen to make the second agreewith its 
previous definition. 

Because frequency and time can be measured so precisely, other definitions are 

tied to them. Thus the metre is defined as the distance travelled by light in a 

certain time. We try to measure a physical quantity by relating it to frequency. 

For example, the Josephson effect can be used to relate voltage and frequency, 

thereby providing a very precise and reproducible volt in the SI system of units -

see p. 86. 
Another example is the method of proton magnetic re�onance for measuring a 



7.4 Measurement offrequenq and time 

magnetic field. The proton has a magnetic dipole moment !J.p, and in a magnetic 

field B the dipole may be parallel or anti parallel to the field, the two states 

differing in energy by an amount 2p.pB. If an alternating electromagnetic field of 
frequency f, where 

(7.15) 

is applied to a system of protons, for example a small sample of water, transitions 

occur between the two states. The system absorbs energy from the alternating 

field, and the resonance is readily detected. The quantity 'Yp = 2p.p/tJ is known as 

the gyromagnetic ratio of the proton. (tJ = hI2n.) Thus (7.15) may be written as 

w = hf = 'YpB. (7.16) 

The value of 'Yp is known to about 4 parts in 101 - see p. 192 - so a measurement 

of the frequency gives the value of the magnetic field to a high degree of precision. 

(d) Time scales. In addition to providing a definition of the second, the very 

high stability of atomic clocks allows us to define a standard, universal time scale. 

The outputs of over 200 atomic clocks from laboratories all over the world afe 

sent to an organization known as the International Bureau of Weight.f (,1M 
Measures (BIPM) outside Paris, which defines a time scale from the weighted 

mean of all the clocks. This is known as International Atomic Time (TAl). We 

could have used this time scale, which is precise to about one part in 1014, as a 

universal time scale, but it is convenient for many purposes to have a scale related 

to the daily rotation of the Earth, even though its period varies and is slowly 

increasing. To meet the requirement of a very precise time scale, which is also 

related to the mean rotation of the Earth, a new time scale known as Coordinated 
Universal Time (UTe) has been devised. This is synchronous with TAl, except 

that on certain specific occasions a leap second is added to UTe.· The occasions 

are determined from observations made at an observatory in Paris which 

accurately monitors the rotation of the Earth. Twenty-two such leap seconds have 

been added from 1972 to 1999. (In principle a leap second may also be subtracted, 

but this has not so far happened.) The net result is that UTe is determined with 

the precision of atomic clocks, but is always within one second of a time scale 

fixed by the rotation of the Earth. The announcement of the insertion of a leap 

second is published in advance, so the whole world has an agreed official time 

scale. UTe is used in scientific work, such as astronomy, where groups in different 

laboratories around the world need to coordinate their observations. 

A number of radio stations throughout the world broadcast signals with the 

frequency of the carrier maintained by an atomic standard. In the United 

Kingdom, for example, the National Physical Laboratory provides a signal 

known as MSF which is broadcast from Rugby at a carrier wave frequency of 

• On such al\ OCClision sOmeQn� hOlding a walch thai ticko:d cv<:ry sei:ond according to TAt would 
observe 61 seconds in that pMrticular minulC of UTe 
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60 kHz, stabilized to 2 parts in 10
12.* The signal may be fed into a laboratory 

oscillator (or even nowadays into an inexpensive domestic radio clock) which is 

then stabilized to the same degree. 

7.5 The Global Positioning System 

Not only have caesium clocks become more accurate over the last three decades, 

they have also become more stable in different environments, and their size has 

been reduced. This has led to a very important application of atomic timekeeping, 

known as the Global Positioning System (GPS), which enables objects to be 

located on the surface oflhe Earth with very high precision. 

(a) Principle oft"e system. The system is based on twenty-four satellites in orbit 

at heights of about 20000 km. Each satellite contains an atomic clock and 

radiates radio-frequency signals whose modulating patterns are locked to a 

common time scale. The satellites are spaced so that, at any point on the ground, 

a receiver can at all times pick up the signals from at least four of them. The 

receiver contains a clock and a computer, which calculates the time taken for each 

signal to travel from the satellite to the receiver. Since the signals are travelling 

with the speed of light. this gives the distances from each satellite to the receiver. 

The satellites also broadcast their positions. Putting all this information together 

the computer can determine the location of the receiver on the surface of the 

Earth to within about a metre! 

We illustrate the principle in two dimensions in Fig. 7.21. If the time taken by a 

signal from a satellite at 51 to reach the receiver is II- and the time for a signal 

from a satellite at 52 is '2. then the receiver is at a distance 'l =cll from 51 and a 

" 

s, 

Fig. 7.21. The principle of the Global POSitioning System. The receiver 
is at measured distances rl and r2 from the satellites 51 and 52. and is 
therefore at either A or B. 

• The short·term stability of the re«ived signal may not be a5 good as that of the transmiued signal, 
owing 10 variations in ionosplleric conditions. 



7-S The Global Positioning System 

distance '2 = el2 from S2, where c is the speed of light. Thus the receiver lies on the 
intersection of the two circles centred on Sl and S2 with radii '1 and '2_ There are 
two intersections, A and B in the figure, but a very approximate value of the 
position enables one to be ruled out. In three dimensions we need signals from 
three satellites to locate the position of the receiver. The receiver lies at the 
intersection of three spheres centred on the positions of the three satellites with 
radii determined by the travel times of the three signals. The three spheres 
intersect at two points. In general, only one of them is on the surface of the Earth; 
the other is either deep inside the Earth or in far outer space, and so can be ruled 
out. 

(b) Measllrement of the "a�el time of the signal. The travel times of the signals 
are determined by an ingenious method. The signals from each satellite have a 
pseudo-random pattern, i.e. they appear to have a random sequence, but this 
sequence is in fact determined by a formula. Each sequence, together with its time 
of transmission, is built into the memory of the computer in the receiver. The 
situation is shown schematically in Fig. 7.22. (a) is part of a transmission sequence 
from a satellite_ When the transmitted pattern reaches the receiver it is delayed by 
the travel time 1$ and appears as (b). The computer determines the value of I, by 
finding out how much (b) must be advanced to bring it into maximum correlation 
with, i.e. to match, its copy of (a). 

(.) 

(b) 

Time ---

Fig. 1.22. Diagram showing how the travel time f, of the signal is measured. 
(a) is the signal transmitted by the satellite. An identical copy is stored in the 
receiver's computer. (b) is the signal when it reaches the receiver. The 
computer determines the value of I, by finding how much (b) must be 
advanced to bring it into maximum correlation with the copy of (a). 

(c) Correction to the ,eceiver clock. Signals from three satellites are sufficient to 
determine a position in three dimensions. However, if the information came from 
only three satellites, the clock in the receiver would have to be as accurate as those 
in the satellites. But putting an atomic clock in each receiver would be prohibi­
tively expensive. With signals from four satellites it is possible to use a relatively 

" 
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Fig. 1.23. Diagram illustrating the correction of the error in the 
receiver's clock for the case when the clock is running fast. The original 
circles (thick lines) intersect al three points. The computer calculates the 
clock correction necessary to reduce the radii of the circles so that they 
intersect at a single point. 

cheap quartz clock of lower accuracy, and to use the infonnation of the signals to 
correct the clock. 

The method is demonstrated in two dimensions in Fig. 7.23. For two dimen­
sions we need signals from three satellites to make the clock correction. The figure 
shows the situation if the receiver clock is running fast. As a result the calculated 
values of the travel times, and hence the radii of the circles, aTe too large. The 
circles (thick lines in the figure) intersect at the points A, B, and C instead of at a 
single point. It is a relatively simple calculation for the computer to find the 
correction to the clock that reduces the three radii so that the circles intersect at 
the single point P, which is the correct location of the receiver. 

(d) Ftu,tures o/the system and applications, The Global Positioning System was 
constructed by the United States Department of Defence for military purposes. 
The first satellite was put into orbit in 1978. Subsequent satellites had improved 
facilities, and each one now has four atomic clocks on board. Light travels..:l m in 
10 ns. So to achieve a precision of I m in location, the times have to be known to 
a few nanoseconds. Caesium clocks are stable to within a few parts in 1014 per 
day, which amounts to a few nanoseconds per day. The clocks in the satellites are 
monitored by a set of control stations located in different parts of the world at 
known positions on the ground. Signals are sent back to the satellites, which 
adjust their clocks to give the required degree of synchronism. The time scale used 
is based on atomic time (TAl). 

The control stations also monitor the positions of the satellites by reflecting 
laser beams from them and measuring the travel time of the signal. The satellites 
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are equipped with cube·corner reflectors - see p. 87 - which reverse the direction 
of the laser beam whatever the orientation of the satellite. The measured ranges 
are accurate to a few centimetres! 

The United States Government has made the Global Positioning System 
available for civilian, as well as military, purposes. It is used in navigation by 
ships, aircraft, and ground vehicles, including domestic cars, and also by hikers 
and boating enthusiasts. But it has many other uses. It is so precise that it can 
measure small deformations of the Earth's crust, providing information on 
impending earthquakes. It can also be used in weather forecasting. Water in the 
atmosphere affects the travel times of the radio signals. So if the location of the 
receiver is known, the atmospheric water content can be measured. There are 
many other uses for the system, and their number is growing rapidly. A large 
number of commercial GPS receivers are available, catering for the different types 
of use, and there is a magazine GPS World devoted to the system. 

You will find details of the topics in the last two sections in a number of 
publications. A very readable book on atomic clocks and time scales is Spliuing 
the Second by Jones 2000. A full account of the physics of timing devices from 
sundials to quartz clocks, caesium clocks, masers, and ion traps will be found in 
The Quantum Beat by Major 1998. For a popular account of the Global 
Positioning System see Herring 1996. 

7.1 Prove the result in (7.6). 

Exercises 

7.2 A zener diode with V,:= 6 V, operated at a current of 1,:= I rnA, has a dynamic 

resistance d V, fd/ .. := 3 n. If the current varies by 2%, what is the fractional 

change in the voltage? 

7.3 Estimate the increase in height at the surface of the Earth corresponding to a 

reduction in gof I part in lOB. 

'" 
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8.1 Introduction 

Systematic error is just a euphemism for experimental mistake. Such mistakes are 
broadly due to three causes: 

(a) inaccurate instruments, 
(b) apparatus that differs from some assumed form, 
(c) incorrect theory, that is, the presence of effects not taken into account. 

We have seen the remedy for the first - calibrate. There is no blanket remedy 
for the other two. The more physics you know, the more experience you have 
had, the more likely you are to spot the effects and hence be able to eliminate 
them. However, there are ways of making measurements, of following certain 
sequences of measurements, which automatically reveal - and sometimes elim­
inate - certain types of error. Such procedures form the subject of the present 
chapter. Some are specific, others are more general and add up to an attitude of 
mind. 

Finding and eliminating a systematic error may sound a negative, albeit 
desirable, object. But there is more to it than that. The systemalic error that is 
revealed may be due to a phenomenon previously unknown. It is then promoted 
from an 'error' to an 'effect'. In other words, by careful measurement we may 
make discoveries and increase our understanding of the physical world. 

8.2 Apparent symmetry in apparatus 

It is a good rule that whenever there is an apparent symmetry in the apparatus, so 
that reversing some quantity or interchanging two components should have no 
effect (or a predictable effect - see the second example), you should go ahead and 
make the change. Two examples will illustrate the point. 

Consider an experiment, for example, the measurement of the thermal con­
ductivity of a material, in which we need to measure the temperature difference 
110 between two points P and Q. Suppose we do this by measuring the 
temperature at P and Q with a pair of similar thermometers. Symmetry says that 
interchanging the two thermometers should not affect the result. We interchange 
them and find that it does, thereby discovering that the thermometers are not 
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reading correctly. If t::.O is small, its value from one pair of temperature readings 
could be seriously wrong. Interchanging the thermometers and taking the mean of 
the two values of t::.O considerably reduces the error. (If t::.fJ is small, a better 
method still is to measure it directly and thus avoid the unsatisfactory procedure 
of taking the difference between two nearly equal quantities. This could be done 
by placing platinum resistance thermometers at P and Q and connecting them in 
the opposite arms of a Wheatstone bridge.) 

The second example is the Wheatstone bridge. Look at the circuit in Fig. 8.1. R 
is an unknown resistance, and S is a standard of known value. The value of R is 
obtained by finding the value of AD at balance. Denoting it by Xl and the value of 
AC by I, we have 

R x ,  
S ""  I - xI 

A 

(8.1) 

R s 

" 

• c 

Fig. 8.1.  Wheatstone bridge. 

Symmetry says that jfwe interchange R and S, the new value of AD should be 

Xl = I - xt .  (8.2) 

We make the change and get a different value. The operation has revealed the 
presence of end effects. 

8.3 Sequence of measurements 

The order in which measurements are made can be very important, as the 
following example illustrates. Three students are asked to find how the terminal 
velocity of a sphere falling in a liquid varies with its diameter. They are given a set 
of four ball bearings of various sizes and a large tank of glycerine. 

Student X takes the largest ball and measures its terminal velocity five times, 
then takes the next largest and does the same, and carries on until he reaches the 
smallest. He gets a poor result. Why? Because the laboratory has been warming 
up during the measurements, and so has the glycerine. The viscosity of glycerine, 
like that of most liquids, drops rapidly with increase in temperature. The terminal 
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velocity depends on the viscosity of the liquid as well as the diameter of the ball. 
Therefore, since the average viscosity was different for each ball, the results do 
not give the variation of terminal velocity with diameter alone. 

Student Y knows more physics than X and knows about the variation of 
terminal velocity with viscosity and hence with temperature. He therefore builds a 
device for keeping the temperature of the glycerine constant. He makes the 
measurements in the same sequence as X and gets a much better result. but it is 
still incorrect. Why? Because unknown to Y the clock that he is using to measure 
the terminal velocity is gradua11y slowing down. and this gives an effect system­
atically different for the four balls. 

The third student Z is as ignorant as X about the effect of temperature on the 
measurements. and his clock is just as poor as V's, but he gets a very good result. 
This is due to the sequence in which he - instinctively - makes h.is measurements. 

Denote the four balls by A, B, C, D. Suppose that instead of five successive 
measurements for ba11 A, fo11owed by five for ball B and so on, the measurements 
are made in the order 

ABCDABCD · ·  

Now instead of ba11 A being measured with the high and D with the low viscosity 
liquid, al1 four bans are being measured at a high value and then again at a lower 
value and so on. However, although this sequence reduces the systematic error 
considerably, it is still true that for each set of four measurements A comes at the 
high and D at the low viscosity end. So even better is the sequence 

ABCDDCBA, 

which is repeated as many times as the total time permits. This is the way student 
Z makes his measurements. (An extra precaution would be to make the next 
sequence BCDAADCB and so on.) You can see that over the entire sequence of 
measurements, the effects of a smooth variation with time of the viscosity of the 
liquid, or of the accuracy of the clock. or indeed of any factor other than the 
diameter of the ball, wi!\ probably be small. 

Note that even Z's method can be improved upon. His ignorance of the 
temperature effect is hardly a merit. The measurements in this experiment are so­
sensitive to the temperature of the liquid, that a competent experimenter would 
not only adopt Z's sequence, but would also measure the temperature from time 
to time to check that there was no chance correlation between the temperature 
variation and the sequence of the diameters. 

8.4 Intentional and unintentional changes 

In an experiment to measure the effect of varying one quantity, we obviously try 
to keep al1 other quantities constant. However, there is always the possibility of 
variations in the latter, and in the last section we described a method for reducing 
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the effects of such variations. The method is very effective, but is only applicable 
when the unwanted variations are not caused by or related to the quantity that we 
wish to vary. This is clearly the case in the previous example. Neither the 
temperature of the glycerine nor the accuracy of the clock depend on which ball 
we decide to drop for the next measurement. 

However, consider the following experiment. We wish to investigate the change 
in the dimensions of a ferromagnetic material caused by the application of a 
magnetic field, a phenomenon known as magnetostriclion. An iron rod is placed 
in a solenoid, and its length is measured as a function of the current through the 
solenoid, the current being a measure of the magnetic field. 

Now the change of length in magnetostriction is small - the fractional change 
for complete magnetization is about 5 x 1O-� - and so in order to measure it 
accurately, we must keep the temperature of the sample constant; otherwise 
thermal expansion will swamp the magnetic effect. When we increase the current 
through the solenoid we increase the heat generated in it, and this may raise the 
temperature of the specimen. The method of the last section is quite irrelevant 
here - the quantity we are varying is causing the unwanted variation. What we 
have to do is to ensure that the current through the solenoid does not affect the 
temperature of the specimen, for example, by winding the solenoid on a water­
cooled former. 

The converse effect is also a potential source of error. The current through the 
heating coil of a furnace may give rise to a magnetic field, which in turn may 
affect the measurements. 

8,5 Drift 

In section 8.3 we had an example of slow systematic variation or drifl during an 
experiment. Apart from temperature, other common quantities that are liable to 
vary are atmospheric pressure and humidity, the voltage of a battery, the mains 
voltage and even its frequency. 

Choosing an appropriate sequence for the measurements is one way of reducing 
the effects of these variations, but often we wish to prevent or at least minimize 
the variations in the first place. This is usually done by various negative feedback 
and servo devices (sections 6.7 and 6.8). 

Section 8.3 also provided an example of instrumental variation. We should 
always have it in mind that instruments are liable to drift - their zero errors may 
change and so may their sensitivities. It may therefore be necessary to calibrate an 
instrument more than once - indeed many times - during an experiment. 

Notice that the calibration operation itself may form part of a sequence which 
can give rise to a systematic error. Suppose, for example, we are comparing two 
voltages V, and V1 by means of a potentiometer. The emf of a potentiometer cell 
tends to fall with time. So if, after standardizing the instrument, we always measure 
V, first and then V2• the measured values of V,I V1 will be systematically low. 

'Os 
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Table 8.1 .  Measured values of the diameter 
of Q wire al various points along ils length 

Lenglh/m Diameter/mm 

0.0 1.259 
0.0 1.263 
0 0  1.259 
0.0 1.261 
0.0 1.258 
0. 1  1.252 
0.2 \.234 
0.3 1.209 
0.4 1.214 
0.5 1 .225 
0.' 1.248 
0.' 1 .258 
0.' 1 .256 
0.9 1 .233 

8.6 Systematic variations 

Look al the numbers in Table 8.1  which represent the measurements of the 
diameter d of a piece of wire at various points along its length x. If you were 
asked for the best value of the diameter and an estimate of the standard error in a 
single measurement, how would you proceed? (Stop at Ihis point and decide.) 

Let us see how our friends X and Y would tackle this problem. X is in no 
doubt. He has been told that the best value of a quantity is the mean of a set of 
measurements, and he has a calculator that calculates the mean and the standard 
error. So he happily feeds al1 the readings into his calculator and finds the mean, 
which is 1 .245 mm, and the standard error, which is 0.018 mm. 

Y, however, notices that the readings (Ire not varying in a random manner and 
so he plots them on a graph. which is shown in Fig. 8.2. It is now obvious that the 
variation is systematic. He realizes that the mean of all the readings has no 
significance at all. The diameter was measured five times at x=O, so its value 
there is over-weighted. Accordingly, he replaces these five readings by the single 
number 1.260, which is their mean. He takes the mean of the ten values which he 
now has and obtains 1.239 as his best value. 

Furthermore, he realizes that, since the diameter is undoubtedly varying along 
the length of the wire, the spread in the values over the whole range of x has 
nothing whatever to do with the standard error in a single measurement. In order 
to obtain the latter, he looks at the spread in the five values of x = O  and obtains 
0.002 mm as an estimate for d. (Whether this is a random error or whether the 
cross-section is not circular at x = 0 we cannot say without being told more about 
the measurements.) 
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Fi8. 8.2. Diameter of wire d al various points along its length .\" - plot of values 
in Table 8.1. 

V's approach is a sensible one, but there is a point to be noted in connection 
with the 'best value' of d. Since d is varying in a systematic way. the value we 
require is not necessarily dm, the mean obtained by Y. If, for example, we have 
measured the resistance of the wire and wish to determine the resistivity of the 
material, the quantity required is the average value of I/d2, which is not quite 
equal to Ild�. In the present case the difference is small, but occasionally it is not, 
and the correct average must be taken. 

Another situation that calls for examination is a set of results that spread by 
more than their errors indicate. Consider the set of resuhs for the speed of sound 
in air at room temperature given in Table 8.2. We may suppose they werc 
obtained by measuring the wavelength of stationary waves at various frequencies 
in a resonance tube. Suppose that at each frequency many measurements were 
made and that their internal consistency was such that the standard error in each 
result was estimated to be 

o = O.7 m s-l . (8.3) 

In this situation some students simply take the mean of the five results and give as 
its error 

0 7  Om = 
J5 :>:::: 0 3  m S-I (8.4) 

"7 
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Table 8.2. Measured values of the speed of 
sound 

Frequency/Hz 

1000 
720 
200 
600 
380 

Specdlm S�I 
346.7 
341.5 
338.6 
342.2 
3)9.6 

blithely ignoring the fact thai three of the results are 30", 40', and 7u away from the 
mean. If the value of u given in (8.3) is reasonably correct, Ihis is clear evidence of 
some systematic effect, and unlil it is discovered neither the mean nor the value of 
Um can be considered of much significance. 

With all wave motion there is the possibility that the speed varies with 
frequency, a phenomenon known as dispersion. For sound waves in air, careful 
measurements by many experimenters have shown that there is no measurable 
dispersion at the frequencies in Table 8.2. However, in any resonance lube 
experiment there are certain corrections to be made, one of which depends on 
frequency (see Wood 1940, chapter X). It is possible that a systematic error in this 
correction has caused the present variation. Alternatively there might be a 
systematic error in the frequency values. 

We therefore plot the values of the speed against rrequency - Fig. 8.3. There 
does appear to be a correlation, and, if it is easy to make the measurements, it 

350 

Speed/ms-1 

! ! 
340 

3� 0 L----���0�---��----&O�----7000�---,�OOO�-
Frequency/Hz 

Fig. 8.3. Measured values of the speed of sound at various frequencies - plot 
of values in Table 8.2. 
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would be worth making a few more at other frequencies to see if the trend were 
confirmed. If so, we should look very carefully at the frequency-dependent 
correction and also at how the frequency values were obtained. 

If the trend were not confirmed, we would have to look elsewhere. For 
example, although the value of 0 in (8.3) might be correctly calculated from the 
measurements, it might be the case that the spread in the values at each frequency 
is spuriously small. This could arise if the resonance condition were being detected 
by ear, and a succession of measurements were made at the same frequency. The 
experimenter might have been influenced by the first reading at each frequency, 
and tended to find subsequent resonance conditions close to the first. This could 
be avoided by making only one or two measurements at each frequency and then 
repeating this cycle a few times without looking at the previous results. 

We have treated this example in some detail to show possible ways of 
proceeding when results spread more than their apparent error suggests It is a 
not uncommon situation in experimental work. 

8,7 Calculated and empirical corrections 

In many experiments. corrections have to be made to take account of systematic 
effects. In estimating the magnitude of these corrections. preference should always 
be given to empirical methods, i.e. methods based on actual measurements, rather 
than to theoretical calculations. The latter may be wrong for a variety of reasons 
- wrong theory, incorrect assumptions, faulty calculations - whereas empirical 
methods are, by their very nature, less likely to be in error. 

Suppose, for example, we are investigating the transmission of light of a given 
wavelength through a certain liquid. We place the liquid in a glass cell with its end 
walls perpendicular to the light beam (Fig. 8.4) and measure the intensity I x and 
Iy of the light at the points X and Y. We suppose for simplicity that the 
transmission factor 

f = !.:i 
Ix (8.5) 

has been found to be independent of Ix. We require the value off for the length { 

y 

Fig. 8.4. Arrangement for measuring the attenuation of a light beam by 
a sample of liquid . 

"9 
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of the liquid alone. The cell cannot be entirely transparent. so it is necessary to 
correct the measurements for the attenuation of the light by the two end walls. 

The theoretical way of making the correction would be to measure the thickness 
of the walls and look up in some table of physical constants the attenuation 
produced by this thickness of this particular glass for light of the wavelength we 
are using. Assuming thai the information exists, the correction would depend on 
OUf knowing the correct wall thickness - il might not be constant and we would 
have to get the correct average value over just the area through which the light 
passed. It would depend on our knowing the wavelength of the light, and above 
all it would depend on our cell being made of just the same type of glass as that to 
which the tables referred. 

The empirical method is first to measure the intensity at X and Y for the empty 
cell, then, without displacing the cell relative to the light beam, to fill the cell with 
the liquid and repeat the measurements. You can see that this procedure 
eliminates every one of the difficulties mentioned in the last paragraph. 

Although empirical should be preferred to theoretical corrections, the best 
procedure of all is to obtain the corrections both ways and check that they agree. 
An example of this occurs in an experiment by Froome 1958, who measured the 
speed of light using microwave radiation (p. 1 16). The only part of the expeliment 
that concerns us here is the measurement of the wavelength .-i of the radiation. 
The principle of the measurement is shown in Fig. 8.5. The microwave signal 
from the source S is divided into two and applied to two transmitting horns T\ 
and T2• The two signals are received by the horns RI and Rl and combined in a 
unit not shown. The magnitude of the resultant signal depends on the relative 
phases of the signals received by R I and R1. If they are exactly in phase, it is a 
maximum; if they are exactly out of phase, it is zero. (Whatever the relative 
magnitudes of XI and Xl, the signals received by RJ and R2 are made equal in 
amplitUde. This is achieved by adjusting the relative amplitudes of the signals 
transmitted by T\ and T2 without altering their phases.) 

s 

" � " � -
R, G R, 

Fig. 8.5, Measurement of the wavelength in Froome's experiment, 
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R, and Rl are mounted on a rigid trolley G so that x, and Xl can be varied, thc 
quantity X, + Xl remaining constant. If the trolley is moved so that X, increases by 
A/2, then the phase of the signal at R, is retarded by 71" and at Rl advanced by 71". 
Thus the resultant signal goes through a complete cycle during the motion. The 
value of ). is obtained by counting the number of cycles through which the 
resultant signal passes as Xl or Xl is changed by a known amount. 

Now the statement that increasing x, by ), / 2  causes the phase of the signal at 
Rl to be retarded by 71", is only strictly true in the limiting case where T, is a point 
emitter and R, a point receiver. In practice, radiation is emitted and received over 
a finite area. The path lengths of the rays from the various parts of Tl to the 
various parts of R, vary. Moreover, when the value of XI is changed, the different 
path lengths are changed by different amounts. The correction for these diffrac­
tion effects is important in a precision experiment such as this. 

Froome's procedure was to make measurements with various types of covering 
of the horns and at various values of X, + Xl. The diffraction effect, which varied, 
was calculated theoretically in each case. The agreement between theory and 
experiment throughout showed that in any given situation the correction was 
being calculated correctly and could be applied with confidence. This dual 
approach - theoretical and empirical - is the very acme of the experimental 
method. 

8.8 Relative methods 

The Wheatstone bridge, p. 103, is an example ofa relative method. The resistance 
R is measured, not absolutely, but in terms of, or relative to, the resistance S. 
Relative methods are very important in physics. They can be made more precisely 
and easily than absolute measurements, and very often are all we require. 

Consider as an example the measurement of the viscosity of a liquid by a 
method based on Poiseuille's formula for the flow of a liquid through a capillary 
tube. The formula is 

d V p7l"r4 

dr = 8h1 '  (8.6) 

where d Vldt is the rate of volume flow of the liquid, p the pressure drop along a 
tube of length I, r the internal radius of the capillary tube, and '1 the viscosity of 
the liquid. If we maintain and measure a constant pressure difference along the 
tube, and measure d Vldt, I, and r, we can calculate the viscosity. This is an 
absolute measurement. 

Now look at the apparatus in Fig. 8.6, which is a viscometer due to Ostwald. A 
fixed volume of liquid of density PI and viscosity 'II is introduced into A and 
sucked into B so that its level is just above L on the left and N on the right. The 
time f, taken by the liquid to drop from L to M - both levels being precisely 
marked - is measured. The liquid is then replaced by a second liquid of density Pl 

,n 
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Fig. 8.6. Ostwald viscometer. 

and viscosity '12, and the corresponding time r2 is measured. It is easy to show 
that the ratio of the viscosities is given by· 

(8.7) 

The measurement of the quantities on the right.hand side of(8.7) is comparatively 
simple. 

Notice that the relative method completely avoids two difficulties in the 
absolute method. The first is maintaining and measuring a constant pressure 
head, and the second is measuring the internal radius of the capillary tube, which 
must be done precisely since r is raised to the fourth power in the formula. 
Furthermore, the simplicity of the Ostwald apparatus means that temperature 
control is easier. As mentioned earlier, temperature has a marked effect on 
viscosity; so this is an important advantage. 

The relative methods described so far give the ratio of two quantities, but a 
relative method can also give the difference between two quantities. "A-good 
example of this occurs in the measurement of g, the acceleration due to gravity. 
We have seen (p. 86) that to measure the absolute value of g with high precision 
an elabor,He apparatus is necessary. However, it is possible to obtain precise 

• Equation (8.71. like PaiseuitLe's formula on which it is based, ignares the fact that the liquid acquires 
kinetic energy. A small correction is ne«ssary to take account oflhis - see Smith 1%0, chapter Xl, 
far details. 
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values for differences in g with much simpler apparatus. The insft\linenMiSed for 
the purpose is a spring gravimeter, which is essentially a very sensitive spring 
balance. There are several versions for use under different conditions. (See 
Dobrin and Savit 1988 for details.) The gravimeter must be calibrated by 
observations at a few places where the absolute value of g is already known. But it 
can measure differences in g with an error smaller than that of the absolute 
calibration values. The instrument is light, portable, and convenient to use, so 
that many observations can be made rapidly. Modern gravimeters have sensitiv­
ities of about 100 nm S-2, which is comparable to the precision of the best 
absolute instruments. 

For many purposes we are not interested in the absolute value of g, but only in its 
variation. The most important factors in the variation of g with position are 
latitude and height above sea-level - see Appendix G. When these have been 
allowed for, variations of g over large distances are related to the sea-level surface 
of the Earth and provide infonnation about the structure of the continents and 
oceans; variations over small distances provide information of geological structure. 

Other examples of relative methods are measurements of such quantities as the 
strength of a radioactive source, the intensity of a light source, and the flux 
density of radiation from a radio galaxy. In all these cases, the absolute 
determination of the quantity is very difficult, and the measurements are usually 
made relative to another similar quantity. 

Notice finally that if we know the absolute value of the quantity we are 
measuring for one sample or object, all the relative values are converted into 
absolute values. Thus, once we have put one liquid of known viscosity and density 
through an Ostwald viscometer, measurements for another liquid give its viscosity 
absolutely.* And once the value of g is determined absolutely at one of the points 
on the network of difference values, all these values become absolute. 

8.g Null methods 

A null method is one in which the quantity X being measured is opposed by a 
similar quantity Y, whose magnitude is adjusted until some indicating device 
shows that a balance has been achieved. This is to be contrasted with a direct 
method in which the quantity being measured produces a deflection or reading on 
an instrument. We have already had two examples of null methods. The first is 
the compensator device in the Rayleigh refractomer, p. 75; the second is the 
Wheatstone bridge. Another example is the potentiometer where an unknown 
voltage is determined by balancing it against a known voltage. 

Null methods have several important advantages over direct methods. The 

• The kinetic energy effect mentioned in the footnote on p. I t 2  requires that ,"'" liquids of known 
viscosity be put through the apparatus. But as you win already have rcaliud _ if you have caught on 
to the spirit of the Last few chapters · the most s.atisfactory pra<:edure is \0 calibrAte the apparAtus 
with k><eralliquids of known viscosity. 
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adjusted quantity Y in a null method tends to be more stable and reproducible 
than the instrument in a direct method, and its value can usually be read more 
precisely. The instrument in a direct method must be calibrated and should 
preferably be a linear device. By contrast, the indicating device in a null method 
only has to show when some quantity is zero. Therefore it does not have to be 
calibrated and need not be linear. though it is convenient if il is so in the 
neighbourhood of zero. The main property of interest in the device is its 
sensitivity, that is, the minimum out-of·balance effect that it can detect. 

A disadvantage of null methods is that they tend to be slower than direct ones, 
since the balance point is approached by stages. This can be overcome at the 
expense of further complication by using a servo system to find the balance point 
automatically. It is important to realize that null methods can give only relative, 
and not absolute, values. So an essential feature is the existence of a precisely 
known standard. 

8.10 Why make precise measurements? 

We said in chapter 2 that the precision to be sought in an experiment depends on 
its object. That is generally true, but in many experiments in physics, and 
particularly in measurements of fundamental quantities, we simply do not know 
what precision may, in the last resort, be appropriate. We try to attain the very 
highest precision that known phenomena and techniques permit. Why is this? 

If you look at the table of values of the physical constants on p. 1 92, you will 
see that most of the constants are thought to be known to one part in 1 07 or even 
better. Now you may wonder if there is any point in this, or whether making such 
measurements is a useless exercise like calculating the value of 71" to hundreds of 
decimal places. 

The answer is quite simple. Precise experiments have a very important purpose. 
They test our theoretical ideas and, when they give results at variance with them, 
lead to new theories and discoveries. There have been many examples of this in 
physics and chemistry. A theory says that two quantities are equal. We do an 
experiment and find that, within the limits of this experiment, they are. We then 
do a more precise experiment and find a small difference. In other words the 
theory is only a first approximation. The more precise experiment guides us in the 
next theoretical step. We conclude with a few examples of discoveries that have 
been made as a result of careful and precise measurements.· 

(a) Prior to 1 894 it was thought that, apart from variable quantities of water 
vapour and traces of carbon dioxide, hydrogen, etc., atmospheric air consisted of 
oxygen and nitrogen. However, careful measurements by Rayleigh showed that 

• A detaiLed accounl of the measurement of the Fundamentat eonstants has been given by Petley 
(1985). An earlier article by Cohen and DuMond (1965) is wdl worth reading For its discussion and 
comments on the experimental method for an instructive article on the importance of precise 
meaSl,lremcnts in physics. see Cook 1915. 
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the density of the gas remaining when the oxygen had been removed was about 
t% higher than the density of pure nitrogen obtained from a compound s\lch as 
ammonia. This led Rayleigh and Ramsay (1895) to the discovery of the inert gas 
argon, which is now known to constitute about 1'% of the atmosphere. 

(b) The discovery of deuterium is another example of the fruitfulness of exact 
measurement. In 1929 the ratio of the mass of the hydrogen atom to the mass of 
160 (the isotope of oxygen with mass number 16) was found by chemical 
determination of atomic weights to be 

mass H 1 .00799 ± 0.00002 
mass 160 - 16 

In 1927 Aston had measured the ratio in his mass spectograph and found 

mass H 1.00778 ± 0.00005 
mass 160 16  

(8.8) 

(8.9) 

The discrepancy between these two values led Birge and Menzel (1931) to 
suggest that what was being measured in the chemical determination was the 
average mass of the atoms in ordinary hydrogen gas, and if the latter contained a 
heavy isotope of mass 2, present in the proportion of I part in 5000, the 
discrepancy would be explained. (In the mass spectrograph only the light 
hydrogen atom contributes to the measurement.) The suggestion was confirmed 
soon after by Urey, Brickwedde, and Murphy ( 1932), who found faint lines in the 
spectrum of hydrogen. The wavelengths of these lines were in exact agreement 
with those calculated for the Balmer series of hydrogen with mass number 2. 

(c) The constancy of the speed of light in empty space for an observers in 
uniform relative motion was first suggested by the experiments of Michelson and 
Morley between 1881 and 1887. They obtained interference fringes for light 
propagating in two directions at right angles and found no significant difference 
for the speed in the two directions, whatever time of the day or year the 
measurements were made. These and similar measurements led Einstein to the 
theory of special relativity, one of the great discoveries of physics. Even on pre­
relativity theory the difference in the two speeds was expected to be small, and 
very precise measurements were necessary to show that the difference, if any, was 
very much less than the expected value. (For a clear account of the Michelson­
Morley experiment, see Lipson, Lipson, and Tannhauser 1995.) 

The original measurements of the speed of light c were done with optical waves 
for which the wavelength is about 500 nm. When measurements were made 
during and after the Second World War with microwaves - wavelength of the 
order of 10 mm - the value of c was found to be about 17 km s- '  higher than the 
optical value. despite the fact that the quoted standard errors in the two values 
were about I km S-I . The difference is only I part in 20000; nevertheless, had it 
been genuine the consequences for our present theories of electromagnetism 
would have been grave. 

"5 
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Table 8.3. Results o/three experiments to measure the speed of light c 

Year Experimenter Range , elm s - I 

1958 Froome microwave 4.2mm 299 792500 ± 100 
1972 Bay el al. optical 630nm 299792462 ± 1 8  
1973 Evenson el al. infra-red 3.4 f.Ull 299 792457.4 ± 1 . 1  

Again, precise measurements were necessary to resolve the question. Repetition 
of the optical measurements did not confirm the previous values but gave results 
in agreement with the microwave values. The results of three representative 
experiments are given in Table 8.3. In each of the experiments the values of the 
frequency f and the wavelength ..1 of a monochromatic source were measured 
independently, and the value of c obtained from the relation c == f..1. The use of 
lasers (second and third experiments) give greatly improved precision. The 
experiment by Bay el al. was the first in which the very high frequency of an 
optical source (of the order of 1014 Hz) was measured directly, instead of being 
deduced from a measurement of ..1 and the value of c. The procedure is to relate 
the optical frequency to a known microwave frequency by the generation of 
harmonics and the measurement of beat frequencies. A very readable account of 
the method has been given by Baird 1983; see also Udem el al. 1999 

The best evidence that the value of c is independent of wavelength comes from 
astronomical data. Radiation from pulsars and from high-energy gamma-ray 
bursts has been studied. From the times of arrival of pulses in different ranges of 
the electromagnetic spectrum, an upper limit may be calculated for the variation 
of t· with wavelength A.. For radiation extending from microwaves (I, ::::: 50 mm) to 
gamma rays (). ::::: 2pm) the fractional variation d,·/c has been found to be less 
than 10- 12. For gamma rays with wavelengths varying from about 40 pm 10 
6 pm, de/e has been found to be less than 10-20. See Schaefer 1999 for a 
summary of the results. 



9 Common sense in experiments 

In the present chapter we are going to consider some common-sense aspects of 
doing experiments. They apply to all experiments, from the most elementary and 
simple to the moSI advanced and elaborate. 

9.1 Preliminary experiment 

In a real experiment, as opposed to an exercise, one nearly always does a trial 
experiment first. This serves several purposes. 

(a) The experimenters 'learns' the experiment. Every experiment has its own 
techniques and routines, and the experimenter needs some training or practice in 
them. It is nearly always true that the first few measurements in an experiment are 
nOI as reliable or useful as the later ones, and it is usually more economical in 
time to have an initial period for finding out the best way of making the 
measurements and recording the results. 

(b) The various pieces of apparatus are checked to see that they are working 
properly. 

(c) A suitable range for each variable in the experiment is found. 
(d) The errors in the different quantities can be estimated. As we have seen, this 

influences the strategy of the experiment proper, in the sense that more attention 
is given to those quantities whose errors give the major contributions to the final 
error. 

Points (C) and (d) really add up to saying that any serious experiment must be 
planned, and that a few trial measurements provide a better basis for a plan than 
a lot of theory. Of course the plan must be flexible and is usually modified as the 
experiment goes along. But even the most rudimentary plan is preferable to 
making one measurement after another just as one thinks of them. 

In an exercise experiment the scope for a preliminary experiment is somewhat 
limited, and you probably will not have time to do the whole experiment first, 
even roughly. Nevertheless, except in the very simplest experiment, some pre­
liminary measurements should always be made and some sort of plan drawn up. 
This includes deciding what quantities are to be measured and roughly how long 
is to be spent on each one. 

A related point may be made with regard to a piece of apparatus. Make sure 
that you know how it is to be operated, in the crude sense of knowing what 
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controls what. before you start making systematic measurements. If you are 
confronted with a spectrometer, for example, make sure before making any 
measurements, that you know how to rolate the prism table and how to rotate the 
telescope, which knob must be tightened to allow a micrometer screw adjustment 
to be effective, which vernier scale corresponds to which motion, and so on. If 
there is a laboratory manual giving information about the apparatus, or a leaflet 
put out by the manufacturer, read ilji,st. 

You may think this is all very obvious, and so it is. But it is surprising how 
many people are lacking in this elementary 'horse-sense' when it comes to 
experimental work. Sophisticated ways of treating data and avoiding subtle errors 
are all very well, but they are no substitute for common sense. 

9.2 Checking the obvious 

If the apparatus is meant to be mechanically firm, and most apparatus is, see that 
it is not wobbling about. Remember that three points define a plane, provided 
they are not in a straight line. So three is the best number of legs for a piece of 
apparatus, and the closer their positions are to an equilateral triangle the better. 
With more than three the apparatus will wobble when placed on a plane surface, 
unless the contact points have been made to lie in a plane. 

If the base of the apparatus is meant to be level, and mostly it is, look and check 
that it is approximately so. You can always use a spirit-level afterwards ifit must 
be accurately level. 

In optical experiments, make sure that all reflecting and refracting surfaces look 
clean. A quick breath and wipe will often do wonders with cheap apparatus. But 
do not wipe expensive lenses with a cloth or handkerchief. They are made of soft 
glass, and in addition are often coated with a very thin film - about 100 nm thick 
- of a mineral salt to reduce reflection at the surface. Such lenses are easily 
scratched. They must never be touched with fingers and should be covered when 
not in use. They will seldom need more than a dusting with a soft camel-hair 
brush, or in extreme cases a careful wipe with special lens tissue. 

See that optical components that are meant to be aligned, look as though they 
are, and that lenses are turned with their faces roughly at right angles to the 
direction of the beam. It is amazing how often one sees a student struggling with 
an optical system with some vital lens, covered with a film of grease, several 
millimetres too high or low and rotated 10" or so from the normal. 

If you have to solder a connection in an electrical circuit, scrape the wires first, 
then make as firm a mechanical joint as possible. See that the solder melts in a 
healing flow running over the whole junction. Finally, when cold, wiggle the 
individual wires gently to make sure that the solder has adhered to them all and 
that you do not have a dry joint. 

When you use a galvanometer or similar instrument with several ranges of 
sensitivity, always start with the switch on the least sensitive range. 
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When you are assembling electrical apparatus operated from the mains supply, 
always plug into the mains last, and if you have to service any of it, do not rely on 
the mains switch being off, but pull the main.s plug OUI. 

9.3 Personal errors 

When you are making measurements you should regard yourself as a piece of 
apparatus subject to error like any other. You should try to be aware of your own 
particular errors. For example, in estimating tenths of a division in a scale reading 
some people have a tendency to avoid certain numbers. You can easily test 
yourself on this, which is perhaps not a very serious matter. 

What can be serious, however, are what might be called wishful errors. Anyone 
is liable to make an occasional mistake in reading an instrument or in arithmetic. 
But suppose a series of measurements is producing results which you think are 
too high. You may well find yourself making more mistakes than usual, and the 
likelihood is that the majority will be in the direction of decreasing the result. Of 
course, if you do not know beforehand what to expect, you avoid the danger. This 
is not always possible, but can sometimes be achieved by a change of procedure 
or by varying the order in which measurements are made. 

A related situation is one where measurements are repeated in rapid succession, 
and you are influenced by the previous values, so that if the first measurement is a 
misreading, you tend to repeat the mistake. Alternatively, even if there is no 
misreading, the results are not genuinely independent, and their spread is 
spuriously small - see p. 109. 

In general you will make fewer mistakes if you are comfortable - physically and 
mentally. It is worth spending a little time, particularly in a lengthy set of 
measurements, to ensure this. 

(a) Apparatus that needs to be adjusted and controls that are operated often 
should be conveniently placed. 

(b) The same is true for instruments that are read often. In general it is more 
comfortable to read a vertical than a horizontal dial, and still more comfortable if 
the dial slopes backwards at a small angle. 

(c) The general lighting should be good. (Of course in an optical experiment it 
is worth going to some trouble to exclude stray light.) 

(d) Ventilation should be adequate. It is quite important that the air in the 
laboratory should be as fresh as possible - and not too warm. 

(e) Finally, there should be somewhere convenient for your notebook, prefer. 
ably away from sources of water and heat. 

9-4 Repetition of measurements 

Measurements of a single quantity should be repeated at least once. Such 
repetition 

"9 
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Fig. 9, I .  Amplitude of oscillation of a simple harmonic system versus 
frequency of ellle rna I force. 

(a) serves to avoid mistakes in reading instruments and recording the 
numbers, 

(b) provides a means of estimating the error. 

Bul if we aTe making a series of measurements of a pair of quantities x, y from 
which we wish to determine say the slope m of the best line, there is no need to 
measure y several times for each value of x. Once we have made two pairs of 
measurements, i.e. obtained two points on the line, we have one value for m. We 
need further values for m, but it is better to obtain them by makin&- AWre 
measurements at different values of x, rather than by repeating the measurements 
at the same values of x. 

It is sometimes the case that we measure a set of x, y values and that the 
function y(x) is not at all like a straight line. Suppose for example that y is the 
amplitude of oscillation of a simple hannonic system due to an external oscillating 
force of frequency x. A typical set of x, y values in the neighbourhood Of 
resonance is shown in Fig. 9.1.  In this case the points must be sufficiently close 
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together to define the 'best' curve fairly well.· But, as in the straight-line case, 
there is no need to repeat the measurements. The scatter of the points about the 
'best' curve is a measure of their error, though it might be wise to repeat the 
measurement of y a few times for one or two values of x as a check. 

There is one aspect to the repetition of measurements which may be illustrated 
by the following not-so-hypothetical occurrence. A student in a practical class 
comes to a demonstrator with a dilemma. He is measuring the angle of a prism 
with a spectrometer and has obtained the results 

He estimates that his accuracy is about 5' and. having checked the arithmetic, 
deduces that one of the results is wrong. (Stop at this point and consider what you 
would do.) 

He asks the demonstrator which one he should take as correct. He is of course 
being ridiculous. The object of an experiment is to find out something. The 
student has so far found out nothing, except that one of his answers is wrong. 
(Quite possibly both are wrong.) In this situation you must make more measure­

ments. In fact you must go on making measurements until the results start to 
make sense. You cannot do anything, not even the simplest manipulation. with 
the numbers until they do make sense. 

If the next measurements gave 56° 34', you would start to think that the second 
was probably wrong. You should measure the angle once more and, if the result 
was 56° 35', you would be fairly certain that this was so. The results are beginning 
to be sensible. You may still wonder how you obtained the value 60° 12'. Probably 
you will never find out. Perhaps the prism was inadvertently moved during the 
measurements, or, more likely, a telescope selling was misread or incorrectly 
recorded. It is annoying when a wrong result turns up and you cannot account for 
it, but it does happen, and, provided it is rare, you need not worry. But you 
should worry if (a) you arbitrarily decided that the prism was a 60" one and 
therefore the second result was correct, 01" (b) you decided to take the mean. 

9.5 Working out results 

We say something about this in chapter 12, but here we only want to make the 
general point that in any experiment lasting more than a day or two, you should 
always try to work out the results as you go along. 

It is very bad practice to make lots and lots of measurements and to work them 
out at the end of an experiment. First of all, it is much beller to do the 
calculations while everything is fresh in your mind. Secondly, it is not uncommon 

• How close the points have to be to do this depends on tile shHpe of the function and the precision of 
the measure�nl$. Beginners are so used to measuring straight-line relations, where relatively few 
points are needed, that when they come to investigate relations such as that shown in Fig. 9.1, they 
usually do not have enough points. 

' " 



'" Common sense in e.periments 

to find when you work out a set of results that something is wrong and a change 
needs to be made to the apparatus. You will be much crosser if Ihis happens after 
a month than after a day. Quite apart from that. it is often the case that one set of 
results determines what you do next. 

The most foolish thing you can do in this respect is to dismantle elaborate 
apparatus before working out the results - it has been known. 

9.6 Design of apparatus 

The principles and techniques of the design of apparatus are discussed in some of 
the books listed on p. 206. We say very little about the subject here, beyond 
offering a few words of general advice. 

(a) Make things as simple as possible. 
(b) If the apparatus is being constructed by a mechanic or instrument maker in 

the laboratory, discuss the detailed object of the apparatus with him before 
making definite plans or drawings. His experience may enable him to suggest 
improvements, or he may see ways of simplifying the apparatus and hence 
making it easier to construct, without detracting from its performance. 

(c) Quote tolerances for the dimensions, and do not make them less than are 
actually necessary. Obviously. the closer the tolerances to which the constructor is 
asked to work, the more difficult is his task. 

(d) Do some construction yourself. This will give you some idea of what can 
and cannot be done. An ounce of practice . 
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1 0  Record ofthe experiment 

10.1 Introduction 

In any experiment it is essential to keep a running record of everything that is 
done. 

The record should be clear - and economical. On the one hand, you do not 
want to have to spend time subsequently searching pages of numbers without 
headings to find a particular set of results, or puzzling out from some meagre 
clues just what the conditions were when you made a certain set of measurements. 
On the other hand, to produce a record that is so clear that il may be followed 
with absolute ease by someone else is itself a time-consuming operation and is 
hardly necessary. You should aim at a record that you yourself will be able to 
interpret without too much difficulty after an interval of, say, a year. 

In this chapter some suggestions for keeping the record are given. The 
important thing is not that you should regard them as a set of rules to be followed 
blindly, but rather that you should understand the spirit behind them, which is to 
produce a record - accurate, complete, and clear - with a minimum of effOr!. 

10.2. Bound notebook versus 100se�leaf 

Some experimenters prefer a bound notebook; others use loose sheets. The 
advantage of a single bound book is that one knows where everything is - in the 
book. There are no loose bits of paper to be mislaid. The main disadvantage is 
that in an experiment of even moderate complexity one often goes from one part 
to another, and it is tiresome to have the various parts split into fragments in the 
record. 

The advantage of loose-leaf is its flexibility. All the sheets on a particular topic 
may be brought together irrespective of what was written in between. The 
flexibility is useful in another way. In practical work it is convenient to use 
different kinds of paper - plain. ruled, graph, and data paper. (The last is paper 
ruled with vertical lines and is very convenient for tabular work.) You may also 
have sheets of computer output. All these can be inserted in any quantity and in 
any order in a loose-leaf book. 

It is best not to be dogmatic about the basic method of keeping the record but 
to adapt the procedure to the particular experiment. A combination of bound 
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book and loose-leaf may secure the advantages of both. Whatever the system 
adopted, it is a good idea to have at least one bound notebook; it provides a place 
for odds and ends - occasional ideas, miscellaneous measurements, references to 
the literature, and so on. It is helpful if the pages of the notebook are numbered, 
and a detailed list oflhe contents compiled al the beginning or end orlhe book. 

Experiments done by students as exercises afe usually sufficiently short and 
straightforward to make a combination of bound notebook and loose-leaf sheets 
unnecessary. Opinion varies as to which is preferable, but the experience of the 
writer is that the flexibility of loose-leaf gives it the advantage. Different kinds of 
paper can be used in any order, and the account of a previous experiment may be 
handed in by the student for critical comment while he or she carries on with 
another. 

10.3 Recording measurements 

All measurements should be recorded immediately and directly. There is no 
exception to this rule. Do not perform any mental arithmetic -even the most trivial 
- on a reading before getting it down on paper. For example, suppose numbers 
appearing on an ammeter have to be divided by 2 to bring the readings to amperes. 
Write down the reading given by the instrument markings first. Do not divide by 2 
and then write down the result. The reason for this is obvious. If you make a 
mistake in the mental arithmetic, you are never going to be able to correct it. 

In making and recording a measurement, it is a good idea to check what you 
have written by looking at the instrument again. So 

read, write, check. 

Note the serial number of any instrument or of any key piece of apparatus, 
such as a standard resistor, used in the measurements. If the maker has not given 
it a readily observed serial number, you should give it one of your own. The 
subsequent identification of a particular piece of apparatus may be important. 
For example, something may go wrong in the experiment and the inquest may 
lead you to suspect an erratic instrument. You will want to know which particular 
one you used. 

All written work should be dated. 

10-4 Down with copying 

An extremely bad habit of many students is to record the observations on scrap 
paper or in a 'rough' notebook and then to copy them into a 'neat' notebook, 
throwing away the originals. There are three objections to this: 

(a) It is a gross waste of time. 
(b) There is a possibility of a mistake in the copying. 
(c) It is almost impossible to avoid the temptation of being selective. 
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The last is the most important and is worth considering further. In most 
experiments we do not use all the measurements. We often decide that some 
measurements are not very useful, or were made under the wrong conditions or 
are simply not relevant. In other words, we are selective. This is quite proper, 
provided we have objective reasons for the selection. But it is vital that all the 

original measurements be retained. We may subsequently wish to make a different 
selection. And in any case all the experimental evidence must be available, so that 
someone else may form an opinion on the validity of our selection, or indeed on 
any aspect of the original measurements. 

An important part of a practical physics course is to train you to keep clear and 
efficient records, but this training cannot begin until you try to make direct 
recordings. They will probably look very messy at first and perhaps will be 
difficult to follow, but do not let that discourage you. You will gradually learn 
from experience and improve. The result will never look as pretty as the copied­
out version, but that is of no consequence. The important thing in a record is 
clarity, not beauty. 

Having said that, let us add that a certain amount of copying out may well be 
useful. It is often a distinct aid to clarity, which in turn is desirable, not only for 
its own sake, but also because it reduces mistakes in working out the results. It is 
very often the case that at a certain point in the experiment we want to bring 
together various results dotted about in different parts of the account. We may 
want to plot a graph, do some calculations, or perhaps just look at the numbers. 
But, since we are retaining the original readings, this copying may be, in fact 
should be, highly selective and has nothing to do with the wholesale copying 
mentioned above. 

10.5 Diagrams 

'One picture is worth a thousand words' - Chinese proverb. 
The importance of diagrams in a record or an account can hardly be 

exaggerated. Combined with a few words of explanation, a diagram is often the 
easiest and most effective way of explaining the principle of an experiment. 
describing the apparatus, and introducing notation. Consider the following 
alternative descriptions of a piece of apparatus for investigating the motion of a 
pair of coupled pendulums: 

Description I. A piece of string was fastened to a horizontal rod at two points A 
and B. Two spheres 8, and 82 were suspended by strings, the upper ends of which 
were attached to the original string by slip knots at the points P, and P2' The 
lengths AB, API. BP1, P,P2 are denoted by a, Ylo Y2, and x respectively. The 
distance from P, to the centre of 8, is denoted by 110 and from P2 to the centre of 
82 by h. 

The degree of coupling between the pendulums was varied by varying the 

"7 
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distance x. This was done by moving the knots PI and P2 along the string 
AP.P2B. the system being kept symmetric, i.e. YI = Y2-

Description 2. The apparatus was set up as shown in Fig. 10.1. AP.P2B is a 
continuous length of string. 
P" P2 are slip knots. 
Coupling varied by varying x by means of slip knots 0', = Y2 throughout), 

Comment on the two descriptions is superfluous . 

• 

A B 

, 

$, $, 

Fig. 10.1. Coupled pendulums. 

A diagram should not be an artistic, or even a photographically true, 
representation of the apparatus. It should be schematic and as simple as possible, 
indicating only the features that are relevant to the experiment. Furthermore, 
although an overall sketch of the apparatus drawn roughly to scale is often 
helpful, you should not hesitate to distort the scale grossly in another c;liagram if 
this serves to make clear some particular point. 

Suppose, to take a simple example, we are measuring the focal length of a 
convex lens by placing it on a plane mirror and observing when an objecf"lf'utits 
image are coincident. We wish to indicate whether a particular measurement 
refers to the distance from the object to the top or bottom of the lens. Figure 
1O.2a is to scale; Fig. IO.2b is not, but is much clearer for the purpose. 

A diagram is usually the best way of giving a sign convention. Look at Fig. 
10.3, which shows the usual convention for representing a rotation by a vector. 
Expressing this in words is not only more difficult but also less effective. 
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o 

o ·  
" " 

" 
" 

" J  (bJ 
Fig. 10.2. Diagrams for coincident-image method of finding the focal 
length of a lens. 

Fig. 10.3. Diagram showing the convention for representing a 
rotation by a vector. 

10.6 Tables 

When possible al'\Vays record measurements in tabular form. This is both compact 
and easy to follow, Measurements of the same quantity should preferably be 
recorded vertically, because the eye can more readily compare a set of vertical 
numbers. Head each column with the name and/or symbol of the quantity, 
followed by the units. 

For convenience, the power of 10 in the unit should be chosen so that the 
numbers recorded are roughly in the range 0.1 to 1000. There are several 
conventions for expressing units in a table. The one recommended by the Symbols 
Committee of the Royal Society· - and used in this book - is that the expression 
at the head of a column should be a dimensionless quantity. Consider Table 10.1, 
which gives the values of 1", the surface tension of water, at various values of the 
temperature T. (The values are taken from Kaye and Laby 1995, p. 60.) We have 

• Quan'ili�s. UnilS. and Symbal$. Tb� Royal $oeiety. 1975, 1981. 
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Table 10.1. Surface tension of water 

TlK 

28l 
293 
303 

3.53 
3.41 
3.)0 

1'/mN m - ' 

74.2 
72.7 
71.2 

included also the values of l i T  as a further illustration. The quantities TlK, 
101 KIT, and 1'/mN m- I are dimensionless, and are therefore suitable headings 
for the columns. The first line of numbers is interpreted thus. 

At TIK = 283, i.e. T"" 283 K, 

the value of I I  T is given by 

I03KIT= 3.53. i.e. IIT=3.53 x lO-1 K- I, 

and al this temperature the value of l' is given by 

"t/mN m - I = 74.2, i.e. l = 74.2mN m- l .  

(10.1) 

( 10.2) 

(10.3) 

Once the unit has been specified at the top of a column it is not necessary to 
repeal it after each measurement. In general all unnecessary repetition should be 
avoided. It wastes time, it wastes energy, and it clutters up the record. The fewer 
inessentials we have, the easier it is to follow the essentials. 

10.7 Aids to clarity 

Diagrams and tables are two aids to clarity. But any such aid is to be welcomed. 
Groups of measurements of different quantities should be well separated and each 
should have a title. If a set of measurements leads to one value, say the mean, it is 
helpful if this one number is not only labelled but also underlined, or made to 
stand out in some way. 

In general you should not be too economical with paper in keeping the record. 
You will often find yourself starting to record measurements without giving them 
a title or specifying the units. The habit of leaving a few lines of space at the top 
permits these items to be added tidily later on. Omitting titles to start with is not 
necessarily a sign of impatience. but is in fact a sensible practice. You will usually 
be able to add much more useful titles - often of an extended nature - after 
several sets of measurements have been made. 

A definite hindrance to clarity is the habit of overwriting. Is 17, 27 or 37? Do 
not leave the reader - or yourself at a later date - to puzzle it out. Just cross out 
and rewrite R 37. 
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10.8 Some common faults - ambiguity and vagueness 

Exlltnple 1. A student is told to measure the viscosity of water at 20°C and to 
compare the value obtained with that given in some table of physical constants. 
The following appears in his notebook: 

experimental value 1 .005 x 10-3 N s m-2 

correct value 1.002 x 10-3 N s m-2 

Which is his value and which the one given in the tables? If we know him to be a 
modest person we might guess that what he calls the 'experimental value' is his 
own, and what he calls the 'correct value' is the one in the tables. If he is 
conceited it might be the other way round. But of course we ought not to have to 
guess, on the basis of his personality or otherwise. He should have written 
something like 

this experiment 
Kaye & Laby (16th ed. p. 51)  

1 .005 X 10-3 N s m-2 
l .oo2 x lO-1 N s m-2 

Other adjectives such as 'actual', 'official', 'measured', 'true' are equally vague in 
this context and should be avoided. 

Note that a detailed reference to the tables has been given. We might want to 
check the value or look at the table again. 

Example 1. Consider a notebook entry such as 

Ammeter A 14 zero error -0.03 A 

Does this mean that when no current passed the instrument read -0.03 A, and 
therefore 0.03 should be added to all the instrument readings to get the correct 
value, or does it mean that 0.03 should be subtracted? Again we are left to guess. 

In accordance with the rule that measurements should be written down directly, 
without the intervention of any mental arithmetic, what the experimenter should 
do is to read the instrument when no current is passing and write down the value. 
So the entry should be something like 

Ammeter A 14 
-0.03 A -- reading when no current passed 

Example 3. The following is a statement of a kind often found in a student's 
notebook: 

The timebase of the oscilloscope was checked with a timer-CQunter and 
found to be accurate within experimental error. 

This is objectionable for its vagueness on two essential points. Firstly, an 
oscilloscope timebase has a number of ranges and the statement does not indicate 
which one or ones were checked. Secondly, the eviden.ce for the statement has not 
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been given, and without that evidence we have no means of knowing whether the 
statement is justified. What should have appeared is something like this: 

Oscilloscope SC 29 calibration of time base range 0.1 ms em- I 
sine-wave applied to Y plates f:o:: 10.018 kHz (timer-counter) 

oscilloscope cycle x/em 5 cycles 

� �::�=h �:� 
5 S.95=-.J 4.96 ± 0.04 em 
6 6.88 

5 
sweep speed = = 0.1006 ± 0.0008 ms em - I 

10.018 x 4.96 

Conclusion timebase correct within experimental error for this range 

The above examples illustrate the following points: 

(a) What is stated must be unambiguous. You should consciously ask yourself 
whether any inlerpretation other than the correct one is possible. Quite often the 
simplest way to resolve possible ambiguity is to give a single numerical example. 

(b) If a conclusion is based on numerical evidence, and nearly all conclusions in 
physics experiments are or should be so based, then the numbers must be given 

explicitly, 
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11.1 The use of graphs 

In experimental physics, graphs have three main uses. The first is to determine the 
value of some quantity, usually the slope or the intercept of a straight line 
representing the relation between two variables. Although this use of graphs is 
often stressed in elementary teaching of practical physics, it is in fact a compara­
tively minor one. Whether we obtain the value of the slope of a straight line by 
the method of least squares or by taking the points in pairs (see chapler 4), we are 
of course not using the graph as such, but the original numbers. The only time we 
actually use the graph to determine the slope is when we judge or guess the best 
line through the points by eye. This is a crude method - though not to be despised 
on that account - and should only be used as a check on the result or a more 
sophisticated method, or when the value or the slope is not an important quantity 
in the final result. 

The second use or graphs is by rar the most important. They serve as yisual aids. 

Suppose, ror example, the rate or flow of water through a tube is measured as a 
runction of the pressure gradient, with the object of determining when the flow 
ceases to be streamlined and becomes turbulent. A set of readings is listed in Table 
1 1. 1 .  (They are taken from Reynolds' original paper on turbulent flow - Reynolds 
1883.) As long as the flow is streamlined, the rate of flow is proportional to the 
pressure difference. It is difficult to tell by inspecting the numbers in the table 
where the proportionality relationship breaks down. However. if the numbers are 
plotted on a graph (Fig. 1 1 .1), the point of breakdown is apparent at once. 

Another example of this visual use is the comparison of experimental results 
with a theoretical curve, when both are plotted on the same graph. In general a 
graphical display of the measurements is invaluable ror showing what is going on 
in an experiment. 

The third use of graphs in experimental work is to give an empirical relation 
between two quantities. For example, a thermometer may have been calibrated 
against some standard. and the error determined as a function of the thermomeier 
reading (Fig. 1 1 .2a). We draw a smooth or average curve through the measured 
errors and use it (Fig. 1 1 .2b) to correct the thermometer readings. We could have 
done the same thing by compiling a correction table. In general a table is more 
convenient to use than a graph, but may be more trouble to compile. 
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Table I l . l .  Flow a/water through a tube 

Pressure Average 
gradient/Pa m - I  vdocity/mm $- 1 

7.8 35 
15.6 65 
23.4 78 
31 .3  126 
39.0 142 
46.9 1 7 1  
54.7 19. 
62.6 226 
78.3 245 
86.0 258 
87.6 258 
93.9 271 

101 .6 277 
109.6 28. 
1 18.0 290 

300 

'. 
E 
� 200 .� 
j 
• 

I 
• 

" .,  

o 50 100 
Pressure gradient I Pa m - , 

Fig. 1 1 . 1 .  Average velocity of water through a tube versus pressure 
gnldient - plot of values in Table 1 1 . 1 .  
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50 "0 
Thermometer reading'"C 

50 "" 

Thefmomeler reading I'e 

Fig. 1 1 .2. (a) Calibration measurements for a thermometer and (b) 
correction curve. 

It is a well-established convention for all graphs in physics that the independent 
variable, i.e. the quantity whose value is chosen each lime by the experimenter, is 
plotted along the horizontal ax.is, and the dependent variable, i.e. the quantity 
whose value is then determined, plotted along the vertical axis. Or, more briefly, 
plot cause along the horizontal and effect along the vertical axis. 

Nowadays there are a number of computer applications that plot graphs for 
you. The data consist of pairs of values for the two variables, sometimes with, in 
addition, error estimates for one or both of the variables. These are fed into the 
application, which then produces a graph. Most graph-plouing applications have 
a wide range of features. You can choose the axis scales, the symbols for the 
experimental points, and so on, and there are usually options to include error bars 
and curve fits. All this is very convenient, particularly if there is a large amount of 
data. However, you are advised to start by doing your own graph plotting in 
simple experiments with relatively few data. You will learn what are the most 
effective graphs to plot and will be in a better position to instruct a computer in 
more complicated experiments with large amounts of data. 

." 
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Semi.log 

log.log 

Fig. 1 1 . 3  Graph paper with logarithmic rulings. 



11.3 Scale 

11.2 Choice of ruling 

Graph paper can be obtained in a variety of rulings for specialized purposes, but 
the two most commonly used in physics are ordinary linear and logarithmic 
rulings. The latter may be further subdivided according to whether only one axis 
is ruled logarithmically (semi-log) or both axes (log-log) - see Fig. 11.3. Semi-log 
paper is useful when there is a logarithmic or exponential relation between the 
two variables. Log-log paper is useful when the relation is of the form 

y oc  xP 

and the value of p is not known. An· alternative to the use of paper with 
logarithmic ruling is to take the logarithm of the quantity and plot the latter on a 
linear scale -see for example Fig. 4.3. 

11.3 Scale 

Suppose we are using graph paper ruled in centimetres and millimetres. Our 
choice of scale should be governed by the following considerations: 

(a) The experimental points should not all be cramped together. It is rather 
difficult to get much out of Fig. 1 1 .4a. So we choose a scale to make the points 
cover the sheet to a reasonable degree as in Fig. I I .4b. However, in trying to do 
this we should bear in mind two further points. 

(b) The scale should be simple. The simplest is 1 cm on the graph paper 
representing I unit (or 10, 100, 0.1, etc.) of the measured quantity. The next 
simplest is 1 em representing 2 or 5 units. Any other scale should be avoided 
simply because it is tedious to do the mental arithmetic each time a point is 
inserted or read off. 

100 55 

... . 

100 '" 7Oo--------:"'c-----�9=O-
(.) (b) 

Fig. 1 1 .4. (a) is not a very useful graph. The same results are plotted on an 
expanded scale in (b). 
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(c) We sometimes have to choose the scale for theoretical reasons. Thus if we 
are investigating whether the results in Fig. 1 1 .4 satisfy the relation y =mx, we 
must include the origin in a plot of y against x, and Fig. I l Ab is wrong. (This 
does not mean that we need revert to Fig. I I .4a - see section 1 1 .7.) 

11.4 Units 

It is usually convenient to choose the power of 10 in the unit on the same basis as 
for tables (see section 10.6). The marks on the graph can then be labelled I ,  2, 
3, . . . or 10, 20, 30, . . . rather than 10000, 20000, etc., or 0.0001 ,  0.0002, etc. 

The axes should always be labelled with the name or symbol or both of the 
varying quantity. The units should be given with the same convention as in tables 
- see p. 129. Some examples are given in Fig. 1 1 .5. 

z 
:� 
it; 2.0 

o 

101 

100 200 300 400 
'" 

Ibl 

, " 

Fig. 1 1 .5.  Examples of labelling axes and expressing units. (a) Young modulus 
£ versus temperature T. (b) Refractive indexlJ ofa glass versus Illl, where .t is 
the wavelength of the light. 

11.5 Some hints on drawing graphs 

The main purpose of a graph is to give a visual impression of results, and it 
should therefore do this as clearly as possible. We give here a few general hints for 
drawing graphs. They should be interpreted and modified according to the 
particular case. 

(a) If a theoretical curve is drawn on the graph for comparison with the 
experimental results, the calculated theoretical points through which the curve is 
drawn are chosen arbitrarily. They should therefore be inserted faintly, preferably 
in pencil, so that they can be rubbed out. 

On the other hand, each experimental point should be represented by a bold 
mark - not a tiny point - so that it stands out clearly - Fig. 1 1 .6. 

(b) It sometimes helps if a 'best' smooth curve is drawn through the experi-
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"",o�/ 

/ . .  
• 

• Experiment 

(.) (b) 
Fig. 11.6. (a) is a poor graph - the experimental points are faint and 
indistinguishable from the points calculated for drawing the theoretical curve. 
In (b) the calculated points have been erased, and the experimental points are 
prominent. 

(.) ,OJ 

Fig. I I .  7. (a) is wrong - it implies that the relation between the two variables 
has the jagged shape shown, which is most unlikely. From the experimental 
values we expect the relation to be something like the curve in (b). 

mental points. Note the word smooth. Beginners sometimes join up experimental 
points as in Fig. 1 1 .701.. But this implies that the relation between the two variables 
has the jagged shape shown, which except in special circumstances is highly 
unlikely. We expect the relation to be represented by something like the curve 
shown in Fig. I I .  7b. 

If a theoretical curve is also drawn on the graph, it is usually better to omit the 
curve through the experimental points. The curve may imply more than the actual 
results warrant and distracts from the direct comparison of experiment and 
theory. 

(c) Different symbols, e.g . •• 0. x ,  or different colours may be used to 
distinguish experimental points that refer to different conditions or different 
substances. But they should be used sparingly. If the graph starts to look 
complicated it is better to draw each set on a separate graph. 

The device of different symbols is perhaps most useful in demonstrating that 
varying the conditions or the material has little or no effect. An example is given 
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1.0 

Lead 

Oebye theory 

81K 
88 

Sliver 215 

Copper 315 
Diamond 1860 

1.0 1.5 

Fig. 1 1 .8. Molar heat capacity, em'" in units of 3R. versus Tf9 for lead, 
silver. copper, and diamond. 

in Fig. 1 1 .8, where Cmv, the molar heat capacity al constant volume ofa substance, 
is ploued against Tie. Tis the thermodynamic temperature, and e, known as the 
Debye temperature. is a constant which depends on the substance. According to 
the Oebye theory of specific heats, the relation between Cmvand Tl8 is the same 
for all solids. Some results for lead (8=88 K), silver (9 =215 K), copper 
(8 =315  K) and diamond (8= 1860 K) are given in the figure, together with the 
form of the relation predicted by Debye. It can be seen that for these substances the 
experimental results are in good agreement with the theory. 

Notice that the quantity ploued along the y-axis is Cmy/3R. where R is the 
molar gas constant. It is a common procedure in physics to express a physical 
quantity in dimensionless form by means of some natural unit. In the present case 
the unit. 3R. is the value of Cmy predicted by classical theory and also by_tge_ 
Debye theory in the high-temperature limit (T» 8). 

(d) It is a good idea to mark out the scale along the axes and to insert the 
experimental points in pencil in the first instance. You will sometimes change 
your mind about the scale and occasionally put a point in the wrong place 
initially. When you are satisfied with the scale and position of the points. it is easy 
to ink everything in and draw bold experimental points. The practice avoids 
messy alternations or wasting graph paper through redrawing. 



11.6 Indicating errors 

11.6 Indicating errors 

The error in an experimental point may be indicated thus 

Since inserting the error bars is an additional labour and complicates the graph, it 
should only be done if the error information is thought to be relevant. Little 
would be gained for example by adding the error bars to the points in Figs. 9.1 or 
1 1 .8. 

On the other hand, the Significance of deviations from a theoretical curve may 
depend on the estimated error, and in that case the errors should be indicated. 
Thus in Fig. I \.9a the deviations would not be considered significant, whereas in 
Fig. 1 1 .9b they would. We have already encountered this situation in section 8.6, 
where the spread of a set of results is not consistent with their errors. In that case 
the theoretical curve is the straight line 

(.) 

(b) 

fig. 1 1 .9. The deviations are the same in the two figures, but in (a) they 
are probably not significant, whereas in (b) they probably are. 

'.' 
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speed of sound = constant. 

Plotting the experimental results together with the estimated error - Fig. 8.3 - is a 
useful way of showing the discrepancy. 

Another situation in which errors are commonly shown is when they are 
different for the various experimental points. 

11.7 Sensitivity 

Suppose we are doing an experiment to determine whether a certain equation 

y = x 

is valid. We obtain pairs of values for y and x and find that the equation is 
approximately true. If we wish to show the results graphically, we can plot y 
against x - Fig. I I .JOa. However, it is much more sensitive to plot y-x against x, 
because y-x is small compared to y, and we may use a much expanded scale for 

• 

• 

, 

2 

(.) 

0 3 
, 

0.2 

,-, • 

0.' • 

• 

(b) 
• • 

0 • 
2 

, 

Fig. 1 1 . 10. {H)y versus x, and (b)y-x versus x. 
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• • • 
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• • 
0.35 

0.30 :----:';:---:::----:';:-15 20 25 30 , 
Fig, 1 1 . 1 1 .  (a)y versus x, and (b)y/x versus x. 

it - Fig. 1 1 .IOb. The departure from the equation y = x, slightly indicated in the 
first figure, is quite evident in the second. Figure 1 1 .2a is an example of this way 
of plotting results. 

A similar method is applicable to the relation 

y=mx. 

A direct plot of y against x gives an overall picture of the relation and may be 
useful on that account - Fig. I L i la.  But plotting yl x against x is much more 
sensitive. We do nOI have to include the origin as in the direct plOI, but may have 
whatever range of values for yl x and x is convenient - Fig. 1 1 . 1 1  b. 
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12.1 Arithmetic is important 

The object of an experiment is to obtain a number, and the correct working out of 
that number is just as important as the laking of the measurements. Many 
experiments performed by students, containing sensible measurements, 3re ruined 
by mistakes in calculating the results. 

The following devices are available for calculations: 

computer, 
calculator, 
you. 

They are listed in order of decreasing expense and increasing availability. Choose 
the one appropriate to the job. 

12..2 Computers 

There are experiments where large computers are necessary. for example in the 
processing of radio and optical images studied in astrophysics, or in the 
determination of complicated biological structures by the analysis of X-ray 
diffraction patterns. However, for the type of experiment we are concerned wilh, 
the small computers available in the laboratory and in many homes are entirely 
adequate. 

The great majority of the calculations that require a computer are best done 
with a spreadsheet. A spreadsheet such as Excel'.!i.· is extremely versatile; it has a 
large range of functions - arithmetical, trigonometric, statistical, and logical -
and a variety of features for controlling the appearance of the output, which 
includes the number of digits shown for a number. You can put comments :�d

­

labels throughout the output, and you are strongly advised to do this liberally, so 
that when you look at it at a later date you will follow what has been done. You 
can, and should, save the result of a particular calculation as a document. This 
can serve as a template for a standard calculation. We have already had an 
example of this in the calculation of the best line through a set of points in a 
graph by the method of least squares -see the comment at the end of section 4.2 
(d), p. 36. 
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12,3 Calculators 

Although a computer is the most efficient tool for complicated or repetitive 
calculations, there are many calculations in an experiment which are sufficiently 
simple for a calculator to be the most appropriate device for the purpose. 

A calculator, being portable and versatile, is an indispensable tool for doing 
arithmetic in practical work. All calculators do the four basic operations of 
addition, subtraction, multiplication, and division. It is worth gelling what is 
termed a scientific calculator, which also calculates squares, square roots, and the 
common functions - logarithmic, exponential, and trigonometric. A number of 
storage registers, or memories is also an advantage. Some calculators have built­
in programs for calculating the mean and standard deviation of a set of numbers, 
and the best straight line through a set of points. A calculator that you can 
program yourself is an advantage for repetitive calculations, but these are best 
done with a computer if one is available. 

Most calculators produce numbers with up to 8 or 10 digits. This is of course 
far more than is significant for the vast majority of eKperiments. You should 
avoid the elementary blunder of quoting values with a large number of mean­
ingless digits just because they are given by the calculator. Many calculators allow 
you to fiK the number of digits after the decimal point. This facility is very 
convenient and should certainly be used if available. It is much easier to 
appreciate the significance of numbers, and you will make fewer mistakes, if you 
eliminate most of the insignificant digits. 

You should always retain at least one and possibly two digits beyond those that 
are significant. You should never so truncate a number that you lose information. 
So if you are not sure at the time how many digits are significant, err on the side 
of caution and include more rather than less. 

12_4 Ways of reducing arithmetical mistakes 

It might be thought that with calculators and computers there is no need to worry 
about arithmetical mistakes. EKperience suggests otherwise. It is true that 
calculators and computers are very reliable. They will nearly always give the right 
answer based on what you tell them. The trouble is that what you tell them may 
be wrong. You may enter a wrong number, or press a wrong function key, or 
make a mistake in program logic. Anyone is liable to make such mistakes. 
However, it is possible to reduce their likelihood by sensible procedures. More­
over, there is a remedy, namely, to check the calculation. We consider these points 
in turn. 

(0) Avoid unntcessllrY calculations_ The less calculating you do, the less opportu­
nity you have for going wrong, and the more mental energy you have available 
for necessary calculations. 
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Suppose, for example, you are doing a simple experiment to determine the force 
constant ). ora spring, defined by the equation 

F =  i.x, (12.1)  

where F is the applied force in newtons and x the resulting extension in melres. 
Vou have a set of weights I, 2, 3, . . .  , 6kg and you measure the extension 
produced by each one in turn. Do you then convert each weight into newtons by 
multiplying by 9.81? Vou would be very foolish to do so. That would involve six 
multiplications and, moreover, would convert the six simple integers into six 
messy numbers. You should of course do all the arithmetic to find the best value 
of )" keeping F in the integer form. Only at the end should you multiply the value 
of ..i., in units of kilogram-weight per melre, by 9.81 to get the answer in newtons 
per metre. 

The same point applies when a quantity is measured a number of times with an 
instrument which has been calibrated against a standard. The calibration correc­
tion should be made only to the mean of the measurements, and not to each 
measurement separately. 

(h) Be tidy. Calculations should be set out as systematically and tidily as possible. 
Space the working liberally. Untidy and cramped calculations are a prolific source 
of mistakes. 

Most of the points made in connection with recording measurements apply also 
to calculations. A tabular arrangement of numbers is often the most convenient 
and effective. (Of course, if you are doing the calculation on a computer with a 
spreadsheet this arrangement is automatic.) Very often the numbers in one 
column are the results of manipulations of numbers in one or more previous 
columns. Every column should have a heading of some kind to indicate the 
manipulation. These headings are often simplified if the columns are in addition 
labelled alphabetically. For example, suppose you are calculating a function that 
occurs in resonance theory 

for the value Q ::: 22. A simple set of table headings would be 

A B C 

(J - x/ x 
x 

484 

D 

B + C  

E 

)ND 

F 
E y ::: 22 ·  

( 12.2) 

(cl Chuk tlu calculation. Checking should be regarded as part of the calculation. 
The experimenter is here in the same situation as a manufacturer of motor cars. 
The latter must have a department for inspecting the cars before they are sent out. 
This is regarded as a necessary part of the cost of producing a car. In the same 
way, part of your time and elIort must be devoted to checking the calculations. 
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• P 

y 

x 
Fig. 12. 1 .  We need not check the arithmetic leading to each point very carefully, 
because a mistake will probably be obvious - P is almost certainly a mistake. 

But it is up to you to get the greatest return for the effort, in other words. to direct 
it where it is most needed. Some calculations in an experiment are more important 
than others and should therefore be checked more carefully. 

Calculations can be divided into two categories, which may be tenned 'self­
checking' and 'non-self-checking'. Suppose for example we are measuring two 
physical quantities which after a little arithmetic give a pair of numbers Xi. Yi' The 
measurements are plotted in a graph and give approximately a straight line. We 
would be justified here in not checking the arithmetic very carefully for every XI 
and Y� because if we made a mistake it would very likely stand out on the graph ­
Fig. 12.1 .  This is an example of a set of self-checking calculations. 

But suppose we end an experiment with the quantity to be determined given 
by 

z 14.93 x 9.81 x 873 
6.85 X (0.71 56)2 X 1t"2 ' ( 12.3) 

The evaluation of this expression is not self-checking. There is nothing to tell 
us whether the answer is correct, except some method of checking. If a 
calculator is being used. it is worth doing the calculation twice, particularly if 
the numbers in (12.3) are not already stored in the calculator memories and 
have to be keyed in. 

You may think it is showing excessive caution to work out the result twice as 
suggested; but arithmetical mistakes in experiments are a major source of wasted 
effort. On balance you will save time by careful calculation. Remember that, 
though in a classroom someone may go through your work and find your 
mistakes, no one will do so later on. You should get into the habit of making a 
rough mental estimate - good to about 1 in 3 - of every calculation. Thus for the 
expression in ( 12.3) you should say something like 
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So 

14.93 
� 2 

6.85 ' 

Arithmetic 

2 x 9.81 X 873 ::::: 20000, 
1 

(0.7156)2 
x tt2 :::::: '2 x 10 = 5. 

z � 4000. ( 12.4) 

So far we have assumed that the numbers in (12.3) are correct, i.e. free from 
calculation errors. But of course this may not be so, particularly if they are 
themselves the end results of long calculations. One of the conveniences of a 
calculator is that it is not necessary to record the results of intermediate steps, and 
it is tempting not to do so. However, the consequence is that if you make a 
mistake somewhere along the way it is not possible to trace and correct it. If the 
repetition of a long calculation gives a different answer you still do not know 
which one (if either) is correct. It is therefore important to record some of the 
intermediate values. How many and which ones depend on the complexity of the 
calculation and your own reliability. You would be well advised to record more 
rather than less at the beginning, and to reduce the amount with experience. 

Ifa check calculation does not agree with the original, look at the check first, as 
it was probably done less carefully than the original. A story is told of a new 
research student in theoretical physics who took the result of an elaborate 
calculation to his supervisor, a very famous physicist. The supervisor looked at it 
and said, 'If we take the following special case, your result should reduce to such 
and such.' He scribbled a couple of lines of calculation on the back of an envelope 
and said 'You see, it doesn't. You've gone wrong somewhere.' The downcast 
student took his work away and spend the next month going through it all again. 
He sought his supervisor once more. 'Well,' said the great man, 'did you find the 
mistake?' 'Yes,' replied the student, 'it was in your two lines of calculation.' 

Look at all numerical values to see if they are reasonable. If you divide instead 
of multiply by the Planck constant in SI units, you should notice that the answer 
looks wrong. Of course, to know whether a value is reasonable or not you must 
have some idea of the orders of magnitude of various physical qu.an�ities in the 
first place - see exercise 12.1 .  

12..5 Checking algebra 

(a) Dimensions. The dimensions of an algebraic expression provide a useful 
che<:k. It is not worth checking the dimensions at every stage of a theoretical 
argument, but an expression such as 

[1 + [, 
where I is a length, should leap to the eye as being wrong. 



11.5 Checking algebra 

In expressions like exp x, sin x, cos x, the dimensions of x must be zero. This is 
true of any function that can be expressed as a power series in x. 

(6) Special cllSes. You should check that an eKpression reduces to the correct 
form in special simple cases - the very famous physicist had the right idea. 

(e) Direction of variation. Make sure that an expression gives a variation in the 
right direction as some component quantity varies. Consider, for example, 
Poiseuille's equation 

d V pnr4 

Tt = 80 '  
(12.5) 

(The quantities are defined on p. I I I.) We expect on physical grounds that if p or 
r is increased, or if I or 'I is decreased, then d Vldt should increase. The fonn of 
the equation is in agreement with each of these variations. 

(J) Symmetry. Symmetry sometimes provides a useful check on the correctness of 
a formula. The resistance of the arrangement in Fig. 12.2 is 

Fig 12.2. Arrangement of resistors. 

( 1 2.6) 

If we exchange any two of the Rs, say RI and R2, we get the same expression. 
which of course we must. because the arrangement is symmetric in the three 
resistances. But suppose we had made a mistake in the algebra and had obtained 
the result 

( 12.7) 

We would know at once that it was wrong, because interchanging RI and R2 gives 
a different result. 
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Table 12.1 .  Approximations/or some 

{unctions/or x «  I 

Function ApprOllimation 

(I + x)l I + !.� 
I I - x I+X 

(I +xt I + ax 
sin x x 
cos x 1 - !x2 
Ian ,'( x 
exp x I + x  
In(1 +x) x 

(e) Series expansion. The first one or two terms of a series expansion of a function 
often provides a useful approximation. Some common functions are given in 
Table 12.1. 

if) A lIuflll tip. If you have to do some algebraic manipulation of quantities for 
which you have numerical values, do all the algebra first and gel the final algebraic 
answer. Substitute the numerical value right at the end. It is much easier to avoid 
mistakes in this way. Quile apart from that, once you substitute numbers you lose 
the check on dimensions. 

Exercises 

12.1 The following exercises are given to test your knowledge of orders of magnitude 
of various physical quantities. They are in the form of simple problems. bec,luU 

there is not much point in knowing the value of a physical quantity unless you 

know how to make use of it. Vou should try the problems in the first instance 

without looking up any of the values. Try to make an intelligent guess of those 

you do not know, on the basis of any theoretical or practical knowledge you have 

of related quantities. 
When you have gone through all the problems in this way, look up the values 

in a book like Kaye and Laby before looking at the answers. You will find 

browsing through Kaye and Laby far more instructive than just checking the 
answers given here, 
(a) A copper rod is 40 mOl in diameter and 200mm long. If one end is at O°C, 

how much heat must be supplied per second at the other end to keep it at 
2S'C? 

(b) A sted rule is correct at 20·C. What is its error at 30QC? 



Exercises 

(c) A copper wire of diameter I mm is I m long. (i) What is its resistance at O°C 
and (ii) by how much does it change between O°C and 20°C? 

(d) The cold junction of a chromel-alumel thermocouple is at O°C and the hot 
junction is at 100°C. What emf results? 

(e) Water flows through a tube I mm in diameter and 250mm long under a 
pressure difference of 2000 Nm-1. What is its average velocity (i) at 20°C 
and (ii) at 50°C? 

(f) The cross-section of a rectangular steel bar is 25 mm by 5 mm. If its length is 
I m, what force is necessary to extend it by 0.5 mm? 

(g) What is the wavelength in air at O°C of a sound wave of frequency 256 Hz? 
(h) What is the average (rms) velocity of a hydrogen molecule at 27°C? 
(i) Estimate a value of Gfrom K. 
(j) Parallel monochromatic red light is incident normally on a diffraction 

grating. (i) If the first order spectrum is at an angle of )0° to the normal, 
estimate the number of lines per mm of the grating. What roughly would be 
the angle for (ii) green light and (iii) violet light? 

(k) How much energy is radiated per second by a black sphere of radius 20mm 
at a temperature of 500 K? 

(I) What is (i) the velocity and (ii) the wavelength of an electron whose energy is 
I keY? 

(m) What magnetic field is required to bend a stream of protons of energy I MeV 
into circle of radius 500 mm? 

(n) What is the wavelength of light that will just ionize a hydrogen atom in the 
ground state? 

(0) What is the energy equivalent in MeV ofa mass of unit atomic weight? 

12.2 Calculate the following in your head: 

(a) 1.00025 )( 1.00041 )( 0.99987, 

(
7200.0

)
' 

(b) 912.64 )( 
7200.9 ' 

(e) (9.100)l. 

'5' 



' 3  Writing a paper 

13.1 Introduction 

The communication of ideas, theories, and experimental results is an important 
part of scientific work. Vast quantities of scientific literature are pouring oul into 
the world, and if you take up a scientific career of any kind you are almost cerlain 
to add to the flood. If you can achieve a good standard of writing, two benefits 
will accrue - one to yourself when people take note of what you have to say, and 
the other to the rest of the world who - strange to say - prefer their reading 
matter to be clear and interesting rather than obscure and dull. 

We are going 10 consider some elementary fealUres of good scientific writing in 
the present chapler. To make the discussion specific we shall confine it to a paper 
on some experimental work HI physics, but much of what we have to say applies 
to scientific writing in general. 

13.2 Title 

The title serves to identify the paper. It should be brief - not more than about 10 
words. You should bear in mind that the title will ultimately appear in a subject 
index. The compiler of an index relies heavily on the words in the title in deciding 
where it should appear. So if there are one or two key words which help to classify 
the work, try to put them in the title. 

13.3 Abstract 

Every paper should have an abstract of about 100 words or so, giving positive 
information about its contents. 

The abstract serves two classes of reader. It enables those who work in the 
subjttt to decide whether they want to read the paper; and it provides a summary 
for those who have only a general interest in the subject - they can obtain the 
essential results without having to read the whole paper. The abstract should 
therefore not only indicate the general scope of the paper but should contain the 
final numerical results and the main conclusions. 



13.5 Sections of paper 

13.4 plan of paper 

Most papers - unless they are very short - are divided into sections. The following 
is a fairly common division: 

Introduction 
Experimental method 
Results 
Discussion 

Some papers describing experimental work also contain theoretical material 
which might well constitute an additional section, coming after either Introduc­
tion or Results. 

Although the actual plan of a paper depends to some extent on its contents, 
you can see that the one above is logical and you should try to follow it, at least in 
a general way. We consider each section in turn. 

13.5 Sections of paper 

(a) Introduction. The Introduction is an important part of the paper. Most 
experiments are part of a general investigation of a physical problem. The 
Introduction should make clear 

(i) the physical interest of the problem, 
(ii) the part played by the experiment in the general investigation, 

(iii) the relation of the experiment to any previous work. 

These points add up to your answering the question 'Why did you do the 
experiment or what was its object?' 

You may assume that the reader of the main body of the paper has a certain 
background knowledge of the subject, but it may be that someone starting the 
paper does not have this knowledge. The Introduction should serve as a possible 
starting point for him or her. You may not wish to go back to the beginning of 
the subject, in which case you should give references - not too many - to 
published work which does provide the necessary background. The Introduction 
plus this work should bring the reader to the point where he or she is ready to 
hear about your experiment. 

We give an example of a splendid opening. It is from J. J. Thomson's paper on 
Cathode Rays (Thomson 1897), announcing the discovery of the electron. 

CATHODE RA YS 

The experiments discussed in this paper were undertaken in the hope of 
gaining some information as to the nature of the Cathode Rays. The 
most diverse opinions are held as to these rays; according to the almost 
unanimous opinion of German physicists they are due to some process in 
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the aether to which - inasmuch as in a uniform magnetic field their 
course is circular and nOI rectilinear - no phenomenon hitherto observed 
is analogous; another view of these rays is that, so far from being wholly 
aetheriai, they 3re in fact wholly material, and that they mark the paths 
of particles of matter charged with negative electricity. It would seem al 
first sight that it ought not to be difficult to discriminate between views so 
different, yet experience shows thai this is not the case, as amongst the 
physicists who have most deeply studied the subject can be found 
supporters of either theory. 

The electrified-particle theory has for purposes of research a great 
advantage over the aetherial theory, since it is definite and its conse­
quences can be predicted; with the aetherial theory it is impossible to 
predict what will happen under any given circumstances, as on this 
theory we are dealing with hitherto unobserved phenomena in the aether, 
of whose laws we are ignorant. 

The following experiments were made to test some of the consequences 
of the electrified-particle theory. 

We shall have more to say about this passage later. But in the meantime, notice 
how clearly and directly Thomson has given the kind of infonnation that should 
appear in the Introduction - the opening sentence is a model of its kind. 

(6) Expuimental method. In this section comes the description of the apparatus. 
The amount of detail here varies considerably, and you must use your own 
judgement, but a few general principles may serve as a guide. 

If the apparatus you used is of a standard kind, it is probably sufficient to say 
what it was and give a reference so that anyone interested can find a full 
description. On the other hand, if it contains some novel features, they should be 
described in some detail. If the paper is intended for a journal devoted to 
descriptions of instruments and apparatus, still more detail would be appropriate. 
But we shall suppose that this is not the case and that the main interest is in the 
results and their interpretation, rather than on the apparatus used. 

Although you may assume that the reader of this section has a certain 
familiarity with the background to the work, you should not go farther than this. 
You should certainly not aim the paper directly at other experimenters using the 
same or similar apparatus. So you should not use esoteric phrases understood 
only by such workers. Nor should you include minute experimental details of 
interest only to them. 

(c) Results. In general it is neither possible nor desirable to give all the 
measurements. They would only confuse and distract the reader. He or she would 
have to spend time assessing their relative importance and extracting the essential 
results. But that is your job before writing the paper. 

You should, therefore, give only 
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(i) a representative sample of some of the basic measurements, 
(ii) the important results. 

Note the word representali�e in (i). The sample that you present in the paper 
should give a faithful picture of the quality, precision, and reproducibility of the 
measurements. So if you have fifty sets of them, you do not reproduce the second 
best with the caption 'Typical set'. 

(d) Discussion. The heading speaks for itself. Like the Introduction, this section 
is an important part of the paper. It should include 

(i) comparison with other similar measurements. if there are any, 
(ii) comparison with relevant theories, 

(iii) discussion of the state of the problem under investigation in the light of 
your results. This is the con.clusion., the counterpart to the object of the 
experiment, given in the Introduction. 

13.6 Diagrams, graphs, and tables 

Almost everything said in chapters 10 and 1 1  about diagrams, graphs, and tables 
applies to their use in papers. 

A diagram can be a great help in understanding the text. Unless the apparatus 
is completely standard, a diagram of it should nearly always be included. Graphs 
are a very convenient and common way of displaying the results. They should be 
kept simple; the same applies to diagrams. In the final printed version, graphs and 
diagrams are usually reduced in scale by a factor of two or three, so unless they 
are bold and clear in the original, they will look fussy and complicated in the final 
version. 

Tables are a very good way of presenting results. They have the big advantage 
that they stand out, and the reader can find the results easily. 

13,7 Instructions to authors 

Most scientific journals now allow papers to be submitted either electronically or 
as hard copy. You will usually find instructions about this at the beginning of 
each issue. In addition, journals usually produce a pamphlet giving instructions to 
authors so that their papers may conform to the general style of the journal. You 
are advised to read this before the paper is prepared in its final form; otherwise 
someone - probably you - will have to spend a lot of time bringing it into line 
later on. 

The pamphlet gives instructions On the form of sectional headings, abbrevia­
tions, references, footnotes, tables, diagrams, and graphs. It also gives instructions 
on the arrangement of mathematical material. This is important, because the way 
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you write a mathematical expression in longhand may be inconvenient or 
expensive to set up in print. For example, most journals prefer 

(a2 + b2)I/2 to ..Ja2 + b2. 

If the journal does not produce a pamphlet, you should examine a recent issue. 

13.8 Clarity 

Clarity is an essential quality in scientific writing. We may distinguish two kinds. 

(0) Structural clarity. Writing may be said to have structural clarity when the 
reader can readily follow the outline of the argument - or see the wood despite the 
trees. Similar topics are grouped together, and the groups arranged in a logical 
order. 

You 3re strongly advised to construct a framework. before writing the paper. 
This is a skeleton outline in which all the ideas, arguments, experimental details 
and so on are represented by a word or phrase. When the items are in this form, 
the arrangement is seen much more clearly and, moreover, is easily changed if not 
satisfactory. The main sections of the scheme should correspond to the plan given 
in section 13 .4. 

(b) Expositional clarity. The other type of clarity, which may be called exposi­
tional clarity, is making the reader understand exactly what you are trying to say 
al each stage in the discussion. 

Look at the eKtract from the paper on Cathode Rays again. It is crystal clear. 
We are led finnly frDm Dne point to the next. Notice the phrase 'so far frDm being 
wholly aetherial'. It cDuld have been omitted, and we would still have followed 
the discussiDn; but the explicit contrast is helpful. Making it easy fDr the reader is 
a worthwhile object in any writing, but particularly in scientific writing. 

Perhaps YDU feel that the eKample we have given is not a very severe test fDr the 
writer. because he is explaining something simple. That is true, but the reason it is 
simple is thai ThDmsDn has made it so. He has selected the important features of 
the theories Df the nature of the rays. He is able to do this because he undt!r.tlands 
the physics. And this a fundamental pDint. Clear writing depends on clear 
thinking. You will not be able to produce a clear and lDgical paper unless you do 
understand the physics. 

13.9 GDod English 

We come to. the final link in the chain between YDU and the reader - the words 
themselves. Good English in scientific writing is not just a matter of cDrrect 
grammar - though that is nDt unimportant - it is choDsing words and composing 
sentences to say exactly what you mean as concisely and pleasantly as possible. 



13.9 Good English 

Some instructive books on the subject are given on p. 206. We make a few 
miscellaneous points here. 

(a) Students are often discouraged from using 'I' in their accounts. There seems 
no sensible reason for this. When you are describing an experiment you actually 
did, the T style is a natural one and enables you to use the active voice, which is 
simpler and more direct than the passive. However, it must be admitted that 
nowadays few papers, even those describing experiments, are written in the first 
person. So if you want to be conventional, avoid it. But if you do use it, you will 
be in the company of Newton, Faraday, Maxwell, and Thomson, which, as 
Damon Runyon might have said, is by no means bad company at that. 

(b) On the whole, short sentences make for clarity, but variety is necessary to 
avoid monotony. You can be clear in long sentences - Thomson's are hardly 
short - but it takes more skill. 

(c) Paragraphs can help the reader to follow the argument. Start a new 
paragraph when you are starting a fresh point, or when you start discussing a 
point from a different angle. 

(d) Avoid verbiage, roundabout ways of saying things, and redundant adverbs. 
Thus the second version should be preferred to the first in the following examples: 

(i) Calculations were carried out on the basis of a comparatively rough 
approximation. 

(ii) Approximate calculations were made. 

(i) Similar considerations may be applied in the case of copper with a view to 
testing to what extent the theory is capable of providing a correct estimate 
of the elastic properties of this metal. 

(ii) The elastic properties of copper may be calculated in the same way as a 
further test of the theory. 

(e) Avoid qualifying a noun with a long string of adjectives - most of which are 
not adjectives anyhow. For example 

The time-of-flight inelastic thennal neutron scattering apparatus 
should be replaced by 

The time-of-flight apparatus for the inelastic scattering of thermal 
neutrons . 

(f) The unattached participle is a common fault in scientific writing. Sentences 
like 

Inserting equation (3), the expression becomes . 
0' 

Using a multimeter, the voltage was found to be . 

occur frequently, so much so that you may not even realize what is wrong with 
them. Perhaps the following example taken from Fowler (1965) will show. A firm 
wrote to a customer 'Dear Sir, Being desirous of clearing our books, will you 
please send a cheque to settle your account. Yours etc: They received the 
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following reply: 'Sirs, you have been misinformed. I have no desire to clear your 
books.' 

13.10 Conclusion 

Not everyone can write great literature, but anyone can write good, clear English 
- if he Of she is prepared to take the trouble. Be critical of what you write. Ask 
yourself continually whether what you have written is logical, clear, concise. If 
not, try again - and again. Hard writing makes easy reading. Give your work to 
olhers to read for critical comment; read and criticize theirs. 

You should not regard good eKperimenling and good writing as separate 
things. There is beauty in both, and it is no accident that the greatest scientists 
like Galileo and Newton have produced some of the finest scientific writing. But 
we shall allow a non-scientist - Cervantes - the final word. 

Study to explain your Thoughts and set them in the truest Light, 
labouring as much as possible not to leave them dark nor intricate, but 
clear and intelligible. 
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Appendix A 
Evaluation of some integrals connected with 
the Gaussian function 

A.I 1: exp(-xl)dx 

First consider the integral with finite limits. We put 

v ::  1: exp( -xl) dx = 1: exp( -i) dy, 

since the variable is a dummy. Therefore 

U2 "'" 1: exp(_x2) dx f: exp(-i)dy. 

(A.l) 

(A.2) 

Since one integrand is a function only of x and the other only of y, the right-hand 
side is equal to exp (_(xl + /) J integrated over the square ABeD in Fig. A.I,  
i.e. 

y 

--�-+------���--+--+-- x 

Fig. A.I .  Evaluation of the Gaussian integral. 
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(A.J) 

We now change 10 polar coordinates r, (J. The area element dx dy is replaced by 
r dr d09, and exp [-(x2+i)1 becomes exp (-r2). 

Consider the integral of exp ( -,2) over a circle of radius b. 

r' ( ' . 
W(b) = 10 in exp(-r2)rdrdB = n[J - exp(_b2)]. (A.4) 

Clearly if is greater than W(b) for b = a (circle CD in Fig. A.I) but less than W(b) 
for b = J2a (circle a» ;  i.e. U21ies between 

n[ l _ exp{_a2)] and n:[l _ exp(_2a2)]. 

But as tJ tends to infinity, both these limits tend to Jr, and therefore if also tends 
ton. So 

This is evaluated from (A.5) by changing the variable to y = x 1J2 u. 

f: exp(_x2j2,,-l) dx = v'2ul: exp(-/) dy 

� J(2n)_ 

n is a positive integer or zero. We first evaluate 10 and 1j• 

(A.5) 

(A.6) 

This follows from (A.6), The integrand has the same value for -x and x. So the 
integral from 0 to 00 is half the value of the integral from - 00  to 00. 

The integral II is evaluated by direct integration. 

I! = 1000 xexp( _x2 /2�) dx = zri2 1000 yexp( -i) dy 
� "'. (A.8) 
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Having evaluated In and II we may evaluate In for general values of n by 
treating u as a variable parameter and differentiating under the integral sign. 

i.e. 

So for n >  I 

I" ::0:: 1 . J .  5 · 

In = 2 · 4 · 6 · 

. {n - I)VG) un+1  n even, 

. (n - 1) un+1 n odd. 

(A.9) 

(A.IO) 

(A. I I )  

(A.I2) 

If the integration is taken from -00 to 00, the values of the integral are doubled 
for even n. For odd n, the integral is zero, since the integrand is an odd function 
ofx. 

,6, 
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The variance of S2 for a Gaussian distribution 

We prove the result, stated in section 3.7, that for a Gaussian distribution the 
variance of i is 2($2)2 j(n - I)  

For one set of n readings 

The error in $2 is 

The quantity we require is 

(u') � (" .. 2;(,,) + (;)') 
� (,') _ (;)'. 

From (3.8) and (3.16) 

; � '. Li - -'-(L" )' n ' ,,2 

(B. I )  

(B.2) 

(B.J) 

(B.4) 

Square both sides and average over the distribution. The average of any term 
containing an odd power of e is zero. Therefore 

.nd 

(8.5) 

(i) = G-�) !n(i)+ G-�) 2 n(n_ l )(l'2)2+�2n(n_ I )(e2)2. (B.6) 

From (B.3), (8.5), and (8.6) 

(
u'

) � '. [� -�l {Sl)2 11 (e2)1 n - I 
. (B.7) 
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For a Gaussian distribution we have rrom Table 3.3 

(8.8) 

whence 

(if) = -'- (;)'. n - I  
(8.9) 



Appendix C 
The straight l ine - the standard error in the 
slope and intercept 

In section 4.2 we used the method of leas! squares to calculate the best values of m 

and c in the equation y ::::: mx + c, for a set of measurements consisting of n pairs 
(XI> yd, (Xl. Y1), . . .  , (x,,, y,,) with equal weights. We here derive the expressions 
for the standard errors D.m and 6c given in formulae (4.3 1) and (4.32). 

Imagine that we keep repeating the measurements so that we have many sets 
each of n pairs, the measurements being made in such a way that the values Xl > 
X2, ' " XII' are the same for <tll ihe sets. In other words, if we look at the first pair 
XI, YI in all the sets, XI is the same throughout, but the value of YI varies. We shall 
have a distribution of YIS centred about rl• the true value of y for XI_ Similarly 
for all the second pairs; X2 is the same in each case, but the Y2S vary and form a 
distribution centred on Y2, the true value of Y for X2' And so on for all the pairs. 
Since the n pairs have equal weights, the standard deviations of the n distributions 
are equal and we denote them by u. The situation is shown schematically in 
Fig. C I. We assume that for each set there is no correlation between the errors in 
two different ys. 

Now the XI, YI values are related by 

Vi ': MXi + C.  (Cl) 

This is the true line, and M and C are the true values of the slope and intercept. 
For each set of n (XI, YI) pairs, we can calculate the values of m and c from the 

expressions given in (4.25) and (4.26). The value of m averaged over all the sets is 
AI, and the standard error in a single value is t:.m, where 

(C2) 

the average again being taken over all the sets. Similarly the average value of c is 
C, and the standard error of c is t:.c, where 

(0) 

In an actual experiment we only have one set of n (x" YI) values. The values for m 

and c for this particular set are our best estimates of M and C. The problem is to 
obtain estimates for t:.m and t:.c. 

The algebra is considerably simplified if we change the independent variable 
from x to �, given by 

� = x - .t", (CA) 
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y 

Y, 

x, x, X3 x. 
x _  

Fig. C.I. Repetition of measurements with a fixed set of x values. For each x the 
values of y (onn a distribution unlred about the true value Y. Since the measure­
ments at different x values have equal weights. the standard devialions of the 
distributions are equal-

where 

Clearly 
L ,, � L (X, - X) � O. 

The quantity D is defined by 

D = E <; = E (x; - X)2 = E x1 - nx2. 
The line 

y = mx + c  

becomes 

where 

y = m(<! + x) + c  

= m{ + b, 

b = mj + c. 

(C5) 

(C6) 

(C7) 

(Cg) 

(C9) 
(CIO) 

(CII) 

The best values of m and b for a given set of 11 pairs of measurements are 
obtained from (4.25) and (4.26) with c replaced by b, and x by <. Since L<; = 0, 

these equations become 
I 

m = JjL<;Y" (CI2) 

,6, 
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From now on the symbols m and b refer to these values. 
We see that m is a linear function of the h For a given set 

{, <!2 m = ])YI + OY2 + "  (Cll) 

The coefficients of the )lS are the same for all the sets. Since we are assuming that 
in each set there is no correlation between the errors in two different )'S, we may 
use (4.17) and (4.18) to calculate Am in terms of the errors in the ys. 

B", 

So we have 

(Am)2 = Lv�; 02 = �. 

Similarly, 

(6b)2 = ! (f2. 
" 

We actually require (6d. which, from (C. l l ), is given by 

(,-,,)' � ("b)' + x'("m)' 

(See comment at the end of the Appendix.) 
The estimate of u is obtained as follows. If B is the true value of b, then 

(CI4) 

(CIS) 

(CI6) 

(CI7) 

(CIS) 

(CI9) 

(00) 

Adding these equations for each i gives an expression for B (since L<i = 0). 
Similarly, multiplying each one by <!i and then adding gives an expression for M. 
Th" 

I B = ;; L Y/. 

The error in the ith Y reading is 

c/ = y/ - Yj = Yi - (M{i + B). 

(C2I) 

(C22) 

At the point {I, the best line gives m{, + b for the value of y. The residual d, is 
therefore 

d/ = Yi - (m{i + b) (03) 

- Fig. C.2. As in the case of a single variable, the errors i!( are not known, but the 
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Measurement x,.r, 
----.... 

y 
Best line " 

H 

(, 
Fig. C.2. Diagram showing various quantities defined in Appendix C. 

residuals d; are known. The root-mean-square value of d( for the n points is 
denoted by s as before. 

From (C22) and (C.23) 

d, � "  - f(m - Ml<, + (b - E)I· 

From (CI2) and (C21) 

1 1 In - M = 'DL .!AY, - Yd = 'DL <;e/. 
1 b - B ::: �I:ei. 

(C24) 

(C25) 

(06) 

Insert these expressions for m - M and b - B in (C.24), square both sides, and 
sum over i. This gives 

, , 1  ( )' 1 ( )' 
Ed( = 2:>', - '0 I: <,ei - ;;  L.:>'i . 

(In summing over i we have again made use of the fact that L<i = 0.) 

(C27) 

Now average (C.27) over all the sets, remembering that the <, are fixed, and 
that the average value of e,t!j for j t j is zero. The average of the middle term on 
the right-hand side is 

'" 
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I ( ( ' )') I (" ") , 
D L: .. ;t'; ::::: 15 L.�iCj = (7 .  (e2S) 

Equation (C27) therefore becomes 

n(.�) = nu2 _ q1 _ ,,2. (09) 

0' 
, " , 0- � ;::-, (,) .  (00) 

Our best value of (sl) is (l/n)L:dt. From (C.16), (C.19), and (C.30) we have 
the required the results 

("m)' � -'- L:d,' (ell) 
D n - 2 '  

(.6.C)2 ::::: (! + �) L: dl , (C.32) n D n - 2 

The generalization to the case of unequal weights is readily made. If the ilh 
point has weight WI, the variance of the ilh distribution is put equal to 
u2(l:w;)/nw;, where (7 is a constant. The results given on p. 40 then follow by 
reasoning closely similar to thai above. 

Comment on the dependence of m, c, and b 
Equation (el S) assumes that the values of m and b are independent, which may 
readily be proved by calculating (m - M)(b - B) from (CI2) and (C21). The 
averdge value of this quantity is seen 10 be zero. However, m and c are not 

independent, for 

( m  - M)(c - e» = -x(dm/. (C.ll) 

Since m and b(= ji) are independent, while m and c are not, the best line should 
be written as 

y = (m ± dm)(x - x) + b ± db, (C.l4) 

and not as 

.r = (m ± dm)x + c ± dr. (el5) 

Equation (C.34) implies correctly that the error dy in the best value of y at any 
value of x is given by 

(el6) 

The best line may therefore be regarded as pivoting about the centre of gravity of 
the points - G in Fig. C.2. The errors in the y value of the pivot and in the slope 
of the line contribute independently to dy. Equation (C.35) implies incorrectly 
that the pivot point is H. 



Appendix D 
The binomial and Poisson distributions 

The Poisson distribution may be regarded as a limiting case of the binomial 
distribution, so we consider the latter first 

0.1 Binomial distribution 

(a) Derivation. Suppose an event can have only two outcomes which we denote 
by A and B. Let the probability of outcome A be p. Then the probability of 
outcome B is q ""  I -p. If the event occurs N times, the probability wN(n) that A 
comes up n times and B N-n times is equal to the number of ways of selecting n 
objects from N, i.e. Ne". times the probability that the first n events give A and 
the remaining N -n events give B. Therefore 

( ) 
N! " N-" WN n = n!(N _ n)! p q . (0.1) 

This probability function is known as the binomial distribution. It is specified by 
giving the values of the two parameters N and p. Figure D.l shows the 
distribution for N = 10, p = 1-

If we sum wN(n) from n = 0 to n = N, the result must be unity. To check that 
this is so we use a mathematical trick, which will also be useful later. We define a 
function g(:) by 

g(z) = (q + :,,)N. 

Then the coefficient of;" is just wN(n), thus 

L:�"n wN(n) is obtained from the last line by putting z = I. Therefore 
N N L WN(n) = g(I ) = (q+p) = 1 , since q + p = i .  

.. 0 

(0.2) 

(0.4) 
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� 
I-

0.2 � Binomial 

wN(n) 
N · dO 

- P = 113 

0.1 
� 

0 ,. Ih 
0 2 3 4 5 6 7 8 9 

n 

Fig. 0.1. The binomial distribution for N "" 10, P = i. 

(b) Mean "alw ofn. The mean value of n for the distribution is 

(n) = f n wN(n) = (�
d
g) (from 0.3) 

" .. 0 Z ;_, 
= Np(q 

+ p)N-1 

= Np. 

10 

(D.5) 

We might have guessed this result. If the probability of A coming up in a single 
event is p, we would expect the average number of As in N events to be Np. 

(e) Suzndtud deviation. The standard deviation u is given by 

172 = ({n _ (n» 2) = (112 _ 211(n) + (n)2) 

Now 
� (n(n - I)) + (n) - (n)'. 

(n(n - I» = E: .. o n{n - IlK/N(n) = (
d
d
'�) Z : .. , 

= N(N _ I )p2(q + p)N-2 
� N(N - I)p'. 

From (0.5), (D.6), and (D.7) 

0' 

0'2 = N(N _ l )p2 + Np _ Nlp! 

� Np(l - p), 

(D.6) 

(D.7) 

(D.8) 



o � .j(Npq). (0.9) 

As Np becomes large compared to unity, the standard deviation becomes small 
compared to the mean. The binomial distribution becomes more and more 
symmetric, and the points tend to lie on a Gaussian with mean value Np and 
standard deviation .,j(Npq). 

0.2 Poisson distribution 

(a) Derivation. The Poisson distribution is the limiting case of the binomial 
distribution when N tends to infinity and p tends to zero, in such a way that the 
product Np is equal to a finite constant which we denote by o. We require an 
expression for the probability w,,(n) that event A occurs n times. 

( )  r '  N! n fl -n 
Wd n = ��:!, n!(N _ n)! P 'I ,-, Np .. a 

= �, limit N(N - l) . . .  (N - n +  I) N-n 
n. Nn q .  

As N tends to infinity, the quantity 

N(N - I) · · · (N - H I ) 
N" 

(0.10) 

tends to unity. (Remember that n is finite, and therefore small compared with N.) 
Also 

(0. 1 1 )  

As N tends to infinity the numerator tends to exp( - a) and the denominator to 
unity. 

Collecting these results we have 

if 
w,,(n) = exp( -a) -;;T ' (0.12) 

which is the Poisson distribution. Notice that, whereas the binomial distribution 
is specified by two parameters, the Poisson distribution is specified by the single 
parameter a. 

We can check that summing w,,(n) over n gives unity. 

'73 
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= exp(-a)exp a = L (0.13) 

(6) Mean Va/lit of n 4IId statufllrd deviation. We may use results of the binomial 
distribution to obtain the mean value of n and the standard deviation. 

(nt = Np = a. 
u = .j(Npq) = ';0, 

(0.14) 
(0.15) 

since q = I in the limit. As a becomes large, the Poisson distribution becomes 
more and more symmetric, and the points tend to lie on a Gaussian with mean a 
and standard deviation Ju. 

(e) App/it'lIlion. The Poisson distribution applies to the counting of particles when 
the average rate of arrival is constant - a common situation in atomic and nuclear 
physics. Suppose we are counting electrons with a scintillation counter, and we 
record the numbers that arrive in successive periods of, say, 10 seconds. The 
numbers form a Poisson distribution. 

To see how the situation relates to our definition of the Poisson distribution, 
imagine that the 100second interval is divided into N sub-intervals, where N is 
very large - say lOB. Suppose that a, the average number of electrons recorded in 
the IO-second intervals, is 5.3. Then the probability of an electron arriving in any 
particular sub-interval is 

(0.16) 

0.2 

r-r-r- Poisson 
- f- a = 5.3 

o. 1 

- r-
f-

� -l o 
o 5 1 0  

n 

Fig. 0.2. The Poisson distribution ror u = 5·3. 
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Outcome A in this situation is the arrival of an electron in the sub-interval; 
outcome 8 is the non-arrival of an electron. (p is so small that we ignore the 
possibility of two electrons arriving in the same sub-interval.) 

The probability of n electrons arriving in a IO-second interval is 

(S.J)" 
wS,l(n) = eltp(-5.3)----n! . (0.17) 

The standard deviation is /5.3. The Poisson distribution for 0 ::= 5.3 is shown in 
Fig. 0.2. 
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The X' distribution - test of goodness offit 

E.l Introduction 

Suppose we have a known function Y = Y(x) and a set of n pairs of measurements 

(E.l) 

The x values afe known exactly, but the y values are subject to error. The question 
we are going to consider is how well the measured y values fit the function Y(x). 

Imagine that we have many sets of n pairs of measurements, the values 
X I , Xl, . .  , Xn being the same for all the sets. I(we look. at the ith pair X;,YI for all 
the sets, x, is the same throughout, but the value of Yi varies. The basic assumption 
in the calculation is that the Y, values form a Gaussian distribution. The mean of 
the distribution is Y/ = Y(x;), and the standard deviation is U; (assumed known). 
The situation is indicated in Fig. E.I .  We slart with a hypothesis, called the null 

y 

., 

" " " 

, -

Fig. E.I. Repetition of measurements with a fixed set of x values for the 
function Y= Y(x). It is assumed that the values at X; have a Gaussian 
distribulion centred on Y; == Y(x;) with standard deviation 0;. 
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hypotheSis, which is that the set of measurements in (E.l) is a random selection 
from the 11 Gaussian distributions. 

In order to test the hypothesis we define a quantity X2 by 

X' = L [y,�, yr
· (E.2) 

(We continue with the convention that, whenever the symbol L appears, the 
summation is to be taken from i = I to i = 11.) If the null hypothesis is correct, we 
expect (y; - Y;)/u; to be of the order of unity for each i. SO X2 should be of the 
order of 11. If X2 is very much larger than 11 there is a low probability that the null 
hypothesis is correct. We shall now put this statement on a quantitative basis, i.e. 
we shall calculate the probability that, if the null hypothesis is correct, we would 
obtain a value of X2 as large as, or larger, than the value given by (E.2). To do this 
we need the distribution function of X2 for a given value of 11. This is the function 
Fn{X2) such that Fn{X2) d(x2) is the probability that X2 has a value between X2 
and X2 + dCi). 

E.2 Derivation of X" distribution 

In order to derive an expression for Fn(X2), it is convenient to derive first a closely 
related function, namely hex). where/n(x) dx is the probability that X has a value 
between X and X + dX. (The positive value of X is always taken.) 

Suppose to start with we make only a single measurement XI . YI. We know 
from (3.34), p. 18, that for a Gaussian distribution the probability of YI lying in 
the interval YI to YI + dYI is 

f(Yo l dy, = JW "p{ -(y, - Yol'/2oiH�) (E.) 

The function /tv,) has the same value for ±(Y, - Yd. We take only the positive 
value of (Y, - Yd. but have included the negative value by doubling the 
expression in (3.34). The range of integration of/tvl) is thus 0 to 00. 

Now suppose we make two measurements. XI> YI and Xl, Y2. Since the two 
measurements are independent of each other, the probability of obtaining YI in 
the range YI to YI + dYI. and Y2 in the range Y2 to Y1 + dY2 is the product of the 
separate probability fUnctions, and is thus 

where 

2 { " }  /{YI ,Yl) dYI dY2 = -;-exp -(y, - Y, t /2t:rj 

x exP{-(Y2 - Yd/2�}d(£)d(�) 

= �"P(-X'/2) d(!:;)d(
�
) , (EA) 

11 UI 172 
, _ 

[
YI - YI

)
' 

[
Y2 - Y2

) 
, 

X - -- + -- · 171 172 
(E.S) 
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(b) 

Fig. E.2. Diagrams showing regions of constant X for (a) two measure­
ments and (b) three measurements. 

However, we are not imeresled in the particular combination of YI and Y2 that 
gives the value of x, hut in all YI,  Y2 combinations that give the same value of x. 
Consider a two-dimensional plot of (YI - Ydlul and (Y2 - Y2l/"2 - Fig. E.2a. X 
is constant over a quadrant of a circle of radius t. (We take only a quadrant 
because, as before, we take the positive values of (Yl - faJ/"1 and (Y2 - Y2)/Ul-) 

Therefore, the probability that X has the value X to x + dx is obtained by 
replacing the element d(Yl/0"1) d(Y2Io2) in (E.4) by (brXI4)dx. lhe area between 
two quadrants of radii X and X + dX. Thus 

(E.6) 

A similar calculation applies for three measurements. i is the sum of three 
terms according to (E.2). When we multiply the three Gaussian probability 
functions we obtain a factor proportional to exp( - iI2), and this is multiplied 
by the volume of the shell between octants ofrddii X and X + dX, which is 41l"idX 18 
- Fig. E.2b. The result is 
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h{x) = /G)X2 exp(-iI2). (E.7) 

We are now in a position to give the expression for !(X) for general values of n. 
The method we have used so far can be applied for all values of n. The expression 
for!n(X) is obtained by mUltiplying the factor exp(-iI2) by the 'volume' ofa 
'shell' in n-dimensional X-space, which is proportional to Xn- I dX. Thus, for 
general values ofn the probability thaI X lies between X and X + dX is 

(E.8) 

where Cn is a constant that ensures that 

Cn 1'" xn-I exp( -X2 12) dX = i .  (E.9) 

The values of the constants Cn are readily obtained. We have already seen that 

(E10) 

For n > 2, the expressions for Cn are obtained from the expressions for the 
integral In given in (A.l i )  and (A.12l, p. 163, with (I = I .  Since 

(El l ) 

we have 

C" � Jm / {1 3 5  . (n - 2)} n odd, and 2:: 3, 

c" � 1 / (2 + 6 ·  . (n - 21) n even, and � 4. (EI2) 

These equations show that for all values ofn 

(E.IJ) 

For a given value of n, the mean value of X2 is equal to n. This is readily shown 
as follows. 

(i) = Cn 1<Xl Xn+1  exp(-x212) dX 

� 
C
Cn Cn+2 (<Xl Xn+1 exp( _X2 12) dX = 

C
Cn = n. 

",·2 10 n+2 
(E.14) 

In the last line we have made use of(E.9) and (E.I) . This result is to be expected. 
By definition the mean value of (y,- yd is (If. Thus the mean value of each term 
in the sum in (E.2) is unity, and there are n tenns in the sum. 

Finally, we deduce the function Fn{X2) from the expression for !n(X) in (E.8). 
We have 
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0.5 - - , - - "-r-" '--'---;-" 

10 " 

.'�- ---, 

n . 12 

20 2S 
z' 

Fig. E.l. The distribution runction F.(/) for n= 2, 4, 12. 

So 

F. (X') d(X') � [.(X) dX. aod d(X') � 2X dX· 

F.(X') � � [.(X) � � C.(X')·"-' 
"p( -X' /2) .  

The function F�(X2) is shown in Fig. E.3 for n = 2, 4, and 12. 

E.] The function Pn(X2) 

(E. 15) 

(E. 16) 

Suppose that we have made a set of measurements and obtained a value for )(2, 
The probability that X1 should be as large or larger than the measured value is 

(E.I7) 

It is equal to the shaded area in Fig. E.4 divided by the total area under the 
distribution function F.(t). 

For even values of n, the integration in (E.17) can be done explicitly and leads 
to the result 

( ,; u' U") P.(u) = I + u + 21 + ]!  + . . . + mT exp( -u), 

X' n 
where u = T' and m ::: 2 - I .  

(E.18) 

For odd values of n, Pn(X) must be calculated by numerical methods. The 
function p.(;J(2) is shown in Fig. E.5 for n = 2, 4, and 12. 
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o X· t _  
Fig. E.4. p.,ul), the probability of obtaining a value greater than or equal to 
the observed value X2, is the ratio of the shaded area to the total area under the 
distribution function F�(t). (The function Fn(t) in the figure corresponds to 
n: 8.) 

0.8 
Pn(iJ 

0.6 

0'-

0.2 
n = 2  

0 
0 5 " " 20 25 

z' 

Fig. E.5. The probability function P,M2) for n= 2, 4, 12. 

E •• Degrees of freedom 

So far we have assumed that the parameters that specify the function rex) are 
independent of the measurements (X,.Yl), (X2,Yl), . . .  , (x�,y�). However, it is 
usually the case that some or all of the parameters are calculated from the 
measurements themselves. The deviations y, - Y,.Y2 - Y2, etc. are then not 
independent. There are relations between them which tend to reduce their values. 

We have already had examples of this. In (3.14), p. IS, the quantity S2 is 
obtained from the sum of the squares of the deviations of a set of n readings taken 

,8, 
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from the mean of the sel. But the n deviations are not independent; they satisfy 
the relation E d, == O. (fwe are IOld the values of all but one of the deviations, we 
can calculate the other one from this relation, i.e. we have, nOI n, but n - l  
independent deviations. For this reason the quantity ; in (3.14) is o n  average less 
than the variance (12, as we saw in section 3.4 (d). To obtain an unbiased estimate 
of�, we divide E d? by n- \,  and not by n. 

The same argument applies to fitting the best straight line y = mx + c to a set of 
n pairs of XI> Yi values. We calculate the sum of the squares of the deviations from 
the best straight line y::::: mx + c, but we have used the measurements themselves to 
determine the parameters m and c. The deviations therefore satisfy the two 
relations 

Ld; = O, and L xjdl = O  (E.19) 

- see exercise 4.6. This reduces the number of independent deviations from n to 
n-2. which is reflected in the result that, to obtain an unbiased estimate ofu2, the 
variance of the measurements about the true straight line, we divide the sum of 
the squares of the deviations from the best line y=mx+c by n-2; see (C.lO), 
p. 170. 

In general, if there are n pairs of measurements and r parameters in the function 
Y(x) that have been determined by the measurements, the number of independent 
deviations is 

\. = n - r. (E20) 

The quantity v is called the number of degrees of freedom, and r is tenned the 
number of constraints. The effect of the constraints in the probability interpreta· 
tion of Xl is that the index n in (E.16) is replaced by v, i.e. i is calculated from 
(E.2) for all the n measurements, and the probability that X2 has the value 
between i and X2 + d(X2) is 

(E21 ) 

A formal proof of this result is given in several textbooks of statistics - see for 
example Weatherburn 1961, p. 166. 

The values of Xl for values of v and P are given in Table H.2. 

E'5 Test of goodness of fit 

We now consider another, and important, situation in which the X2 distribution 
applies. It has the simplifying feature that the standard deviations (11 do not have 
to be known separately from the Y, values, but are obtained from them. 

Suppose we have a set of N observations each of which falls into one of n 
classes. The number of observations that fall into the ith class is YI, and as before, 
we want to calculate the probability that the set of Yi values comes from a set of 
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Gaussian distributions centred on a set of Y/ values. In the previous situation, the 
Y/ values came from the function Y(x), and the value of i is a measure of how 
well the measurements fit the function. In the present case, instead of the function 
Y(x), we have a given probability PI that an observation falls into the ith class. Y, 
is related to PI, as we show below (E.22), and the value of X1 

is a measure of how 
well the values of y, fit the set of Pi values. Note that in the previous situation Yi 
and Y, are physical quantities and, in general, have dimensions; (// has the same 
dimensions, so i is dimensionless. In the present case Yi, Yi, and (11 are 
dimensionless numbers, Yi being an integer. 

Suppose we make many sets of N observations and look at the distribution of 
the YI values for the ith class. This will be a binomial, given by (0.1), p. 1 7 l .  In 
that equation, outcome A, with probability PI, is obtaining an observation in the 
ith class; outcome S, with probability q/= I -Pi, is obtaining an observation in 
any one of the other classes. From (0.5) and (0.8) the distribution of y, values 
hos 

mean Y, = NpI, 
variance 0"; = Nplq/. 

(E.22) 

(E.2l) 

Provided Np, is fairly large compared to unity, the standard deviation is small 
compared to the mean and, as stated in Appendix 0, the binomial distribution 
then approximates to a Gaussian, which is consistent with the basic assumption in 
section E.I. 

To obtain an expression for Xl that satisfies the distribution given in (E.21) it 
might be thought that, from (E.2) and (E.23), we should take 

2 '" (Y/ _ r;)l 
X :::: L.. Nplq/ . (E.24) 

However, that is not correct, because it ignores the fact that, for each set of N 
observations, we have the constraint 

L y; = N, (E.25) 

which tends to reduce the sum of the squares of the deviations. The correct 
expression for i, i.e. the one that satisfies the distribution given in (E.21), is 

X1 = :L: (YI - y;)2 . 
Npi (E.26) 

A formal proof of this is given in Stuart and Ord 1994, p. 520. We give here a 
simple argument to show the plausibility of the result. 

From the definition of Pi we have the relation 

L P; =  I (E.27) 

Assume all the Pi and hence all the q" are equal, i.e. 

'" 
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I 
Pi = P = � , and q, = q = l - p (E 28) 

for all i. From the discussion in section E.4. the effect of the constraint in (E.25) is 
that the expression for X2 in (E.24) should be multiplied by the factor 

n - I 1 -- = 1 - - =  i -p = q, " " 

which gives (E.26). 

(E.29) 

It should be noted that the constraint reduces the number of degrees of freedom 
to n- 1 .  The number is still further reduced if some of the parameters that 
determine the probabilities Pi come from the data themselves. 

From (E.22) and (E.26) 

Xl 
= 

L: (YI _y;y,)2 . (E.30) 

A common notation is to denote the quantity Y; by Ei (the expected value) and Yi 
by 0, (the observed value). Thus (E.30) is written as 

, '" (0, - Ed' 
X "" � --E-,-- · (E.3I) 

Note that the interpretation of X2 depends on a Gaussian distribution for YI. 
and this is valid only if Y/ is not too small compared to unity_ If this condition is 
not satisfied - a minimum value of five is conventionally taken - the values for 
two or more intervals should be taken together 

The result in (E.30) was first derived by Pearson (1900) and is known as the i 
test of goodness of fit. 

E.6 Worked examples 

(41) Neutron lifetime. Using the expression in (E.2) we calculate the value of i 
for the four values of the neutron lifetime r given in exercise 4.5 (pp. 42 and 198) 
to see if they are consistent with each other, taking into account their standard 
errors. The null hypothesis is that each of the four values of r is a random sample 
from a Gaussian distribution, the mean values of the four distributions being 
equal to the weighted mean t of the four values of r. The standard deviation of 
each distribution is equal to the standard error L\r in each value of r. I;; the 
present case the variable x is simply the index i. Thus 

X2 = L ( r��,fr· (E.32) 

The calculation is set out in Table E.I. The value of i is 4.30. There are n = 4 
terms in the sum. The value of f comes from the experimental values, so the 
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Table E.1 .  i analysis of measurements of neurron lifetime r. 
Weighred mean i= 886.5 s. 

,I, 6tfs (t�/) 2  
887.6 3.0 0.13 
893.5 5.3 1.74 
888.4 3.3 0.33 

4 882.6 2.7 2.09 
"m 4.30 

number of constraints is r = I. The number of degrees of freedom is therefore 
v= n- r = 3. From Table H.2 we see that for X2 = 4.30, and v = 3, the value of P is 
just less than 0.25. Since this is not very small compared to unity, we conclude 
that the four values of r are reasonably consistent. Had P been small, this would 
have indicated that there was probably a systematic error in one or more of the 
values of r, in which case the weighted mean would not have been a significant 
quantity. 

(b) Radioactive background. As an example of the goodness of fit test we 
calculate the value of i for a set of measurements of the background counts in a 
radioactivity experiment. The radioactive source was removed for this part of the 
experiment, and the counts were due to cosmic rays and other forms of stray 
radiation. The number of counts k in a period of 10 seconds was recorded, and 
this measurement was made 400 times. The calculation of X2 is readily done with 
a spreadsheet and is shown in Table E.2. A histogram of the measurements is 
inserted in the first two columns. a is the number of times that k counts were 
recorded. If the counts occur at random times we expect the histogram to follow a 
Poisson distribution - see p. 173. We therefore analyse the results to see how well 
they fit this distribution. The mean number of counts in a IO·second period is 
a= 6.38. From (0.12), p. 173, the expected number of times that k counts are 
observed is 

if 
E(k) = N exp(-a) "k! ' (E.33) 

where N = 400. The calculated values of E(k) are given in the third column. In  
order to obtain valueS of E greater than 5,  the 0 and E values for k = O  and I 
have been combined; the values for k from 13 to 16 have been similarly combined. 

The values of (O_£)l/E in the fourth column sum to 8. 18 .  There are n= 13 
terms in the sum. The values of N and a have gone into the calculation of E(k), so 
there are r = 2 constraints. Thus the number of degrees of freedom is 
v=n-r=  I I .  Table H.2 shows that, for i = 8. 1 8  and v =  I I ,  the value of P is 

" 5  
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Table E.2. l analysis of measurements of number 0/ counrs in a IO-second 
period 

k 0 E (O-ElIE 
0 

JJ JTI 4.3 
'.0 1 .80 

16 13.8 0.35 
30 29.3 0.01 

4 44 46.8 0.17 
, 62 59.7 0.09 
6 71 63.5 0.88 

61 57.9 0.17 
42 46.2 0.38 

9 28 32.7 0.68 
10 24 20.9 0.47 
I I  13 12.1 0.07 
12 2 6.4 3.06 
13  

] ]] 14 1.4 ,., 0.05 
I'  0.6 
16 0.2 

sum 400 399.9 8.18 

about 0.7, so the Poisson distribution is a good fit to the data, i.e. the latter are 
consistent with the hypothesis thai the COUniS occur at random times. In fact we 
do not have to refer to Table H.2 to reach this conclusion. If the value of ::1() is not 
very different from that of v, the data are consistent with the null hypothesis. 

E.7 Comments 

( I )  As we have seen, a value of p...(i) small compared to unity is evidence against 
the null hypothesis. A common (but arbitrary) value of p"C/) = 0.05 is taken for 
this purpose, and the discrepancy with the null hypothesis is said to be significant 
at the 5'yo level. 

(2) A very high value of X2 indicates that the null hypothesis is probably not 
correct. However, a very low value of i, giving a value of p.(X2) very close to 
unity, does nOt mean that the null hypothesis is probably correct. It has a quite 
different significance. The quantity 1 - P ..<i) is the probability that the value of 
i is as low or lower than the calculated value. So a value of P,(X1) close to unity 
means that the experimental data are an improbably good fit to the function Y(x). 
or the probabilities p,. It indicates that there is probably something wrong with 
the data or with the calculation of i. 

In  the fonner category is  the possibility that the experimenter has selected 
results that agree with the null hypothesis. The calculation of X2 may involve 
more innocent mistakes. If (E.2) is used for the purpose, it may be that the 
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assumed values of af are too large. Another possibility is that the data appear to 
fit the function Y(x) very well because a number of parameters in the function 
have been obtained from the data, and allowance for the constraints has not been 
made, so the assumed number of degrees of freedom is too high. 

If all these possibilities have been eliminated and the value of X2 is still 
improbably low, then, assuming the data are from your own measurements, the 
standard remedy should be applied, namely make more measurements. 

" 7  
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SI un its 

The system of units used throughout this book is known as SI, an abbreviation 
for Systeme International d'Unites. It is a comprehensive, logical system, designed 
for use in all branches of science and technology. It was formally approved in 
1960 by the General Conference of Weights and Measures, the international 
organization responsible for maintaining standards of measurement. Apart from 
its intrinsic merits, it has the great advantage that one system covers all situations 
- theoretical and practical. 

A full account of SI will be found in a publication of the National Physical 
Laboratory (Bell 1993). The following are the essential features of the system. 

(I) SI is a metric system. There are seven base units (see next section), the metre 
and kilogram replacing the centimetre and gram of the old c.g.s. system. 

(2) The derived units are directly related to the base units. For example, the 
unit of acceleration is I m S-2 The unit of force is the newton, which is the force 
required to give a body of mass I kg an acceleration of I m S-2. The unit of 
energy is the joule, which is the work done when a force of I N moves a body a 
distance of I m. 

The use of auxiliary units is discouraged in SI. Thus the unit of pressure, the 
pascal, is I N m -2; the atmosphere and the torr are not used. Similarly the calorie 
is not used; all forms of energy are measured in joules. (However, the electron volt 
is a permitted uni!.) 

(3) Electrical units are rationalized and are obtained by assigning the value 
4i'f x 10-1 H mo l to JII), the permeability ofa vacuum. This leads to the ampere ­
one of the seven base units - as the unit of current. The other electrical units are 
derived directly from the base units and are identical with the practical units. (See 
Duffin 1990 for a clear discussion of electrical units.) 
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SI units - names and symbols 

Quantity Unit Symbol Relation to 
other units 

BlUt units 
length metre m 
mm kilogram k, 
time second , 
electric current ampere A 
thermodynamic temperature kelvin K 
amount of substance mole mol 
luminous intensity candela cd 

Deri,td units with spuial tullMS 
ro= newton N kg m S-l 
pressure pascal p, N m ol 

energy joule J N m  
()Ower watt W 1 S - I  
electric charge coulomb C A ,  

potential volt V l C- 1 

resistance ohm n V A - I  
capacitance farad F C V - I = SO-I 

magnetic flux weber Wb V ,  
Hux density tesla T Wb m -1 

inductance henry H Wb A - 1 = ll s  
frequency hertz H. ,- ' 
temperature degree Celsius "C t/"C = T/K - 213.15 
luminous Hux lumen 1 m  cd sr 
illuminance I" I. I m m-1 

activity (radioactive) becquerel Sq ,- ' 

absorbed dose (of ionizing radiation) ,my Gy J kg - 1 
plane angle radian md 
solid angle steradian " 
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Decimal factors 

Factor Prefix Symbol Factor Prefix Symbol 

10- 1 deci d 10' d«. d. 
10-2 cent! 10' heclo h 
10 , milli m '0' kilo k 
10-6 micro " '0' mega M 
1O-¥ nano " '0' giga G 
10- 12 pica p 1011 lera T 
10- IS rernlo r 10' 5  ",,, P 
10- 11 aUo 10" '" E 
10-21 lepto '0" zetla Z 
10-2• yocto y ,0" yOlla Y 

NOli!. The prefix is to be taken together with the unit be/ore the power symbol operates, e.g. 

1 11m2"" 1(l1m)l= 10- 12 ml
, 

Relation to c.g.s. units 

£iutriclllllt,irs 
I A = 10- 1 c.m.u.:= cl iO c.s.u. 
I V = 101 c.m.u. "" 10'/e C.S.tI. 
I 0= 109 c.m.u. = 109ft? c.s.u. 
I F =  10-9 c.m.u.:= 1O-9 ? C.S.lI. 
I H :  I0g e.m.u.= I09/c2e.s.u. 
I T = 104 c.m.u. (gauss) 
I Wb = loft c.m.u. (maxwell) 
I A m- I = 4n x IO-J e.m.u. (oersted) 
(c � ) X 1010 in the above equations.) 

Otller ullits 
length 

afca 
volume 
r,= 
energy 

pressure 

viscosity 
dynamic 
kinematic 

I parsec := ).086)( 10'6 m 
I light-year.:: 9.46 x 10,s m 

micron = 1O-� m 
angstrom = 10- 10 m 
rermi= 1 0 · I s m 
barn = lO-lB m2 

litre = lO-l ml 

dyne = 10-1 N 
erg = IO-7 J 
calorie (In = 4.1868 J 
electron volt = 1.6022 x 10-19 J 
bar .:: lOS Pa 
atmosphere= 1.01325 x lOs Pa 
torr:: I mm or Hg = 133.322 Pa 

I poise = 10- 1 Pas 
I Slokes = IO-' m1 s- I 
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Definitions of the 51 base units 
Metre 
The metre is the length of the path travelled by light in vacuum during a time 
interval of 11299 792 458 of a second. 

Kilogram 
The kilogram is the unit of mass; it is equal to the mass of the international 
prototype of the kilogram. 

Second 
The second is the duration of9 192631 770 periods of the radiation corresponding 
to the transition between the two hyperfine levels of the ground state of the 
caesium-B3 atom. 

Ampere 
The ampere is that constant current which, if maintained in two straight parallel 
conductors of infinite length, of negligible circular cross-se<:tion, and placed 
I metre apart in vacuum, would produce between these conductors a force equal 
to 2 x 10-1 newton per metre of length. 

Kelvin 
The kelvin, unit of thennodynamic temperature, is the fraction 1/273.16 of the 
thermodynamic temperature of the triple point of water. 

Mole 
The mole is the amount of substance of a system which contains as many 
elementary entities as there are atoms in 0.012 kilogram of carbon-I 2. When the 
mole is used, the elementary entities must be specified and may be atoms, 
molecules, ions, electrons, other particles, or specified groups of such particles. 

Candela 
The candela is the luminous intensity, in a given direction, of a source that emits 
monochromatic radiation of frequency 540 x 1012 hertz and that has a radiant 
intensity in that direction of 1/683 watt per steradian. 

The above definition of the metre came into effect in 1983 and replaced the 
definition which assigned a certain value to the wavelength of one of the lines in 
the spectrum of the krypton-86 atom. Thus, the speed of light is now defined to be 
exactly 299792458 m S- I . 

.,. 
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Values of physical constants 

Physical C()nstant 

atomic mass unit 
energy equivalent 

Avogadro constant 
Bohr magm:ton 
Boltzmann constant 
elementary charge 
Faraday constant 
fine-structure constant 

gravitational constant 
gyromagnetic ratio of proton 
magnetic flux quantum 
mass of electron 
mass of neulron 
mass of pro Ion 
molar gas constant 
molar volume of ideal gas 
nuclear magneton 
pemlittivily of vaCUUm 
Plaock constant 

Rydberg constant 
speed of light 
Stefan-Boltzmann constant 
acceleration due to gravity 

Value 

m� .:: 10 'INA _ 1.6605 X 10-27 kg 
m.,c2 =931 .49 MeV 

NA= 6.0221 x HP mot-1 
J.iR = 9.2740){ 10-24 JT-1 

k =  1.3807 x 10-23 J K-1 
e = I .6022 x ]O-,9c 

F= NAt = 9.6485 x 10" C mo]-I 
0' = 7.2974 >< 10-3 

I/a= 1 37.036 
G= 6.673 x 10-11 N m2 kg-1 

'Yp=2.6752x IOB s- ' T- ' 
<t>o = hf2e = 2.0678 x 1O-15Wb 

m�",9,1094x IO-JI kg 
mn = 1 .6749 )( 10-27 kg 
mp'" 1 .6726)( 10-27 kg 

R", N"k", 8_3145 1 K - I m<r l 
Vm ", 22.414x IO-JmJmol�1 
�N '" 5.0508 X 10-27 1 T-' 

£iI'" I'W2 = 8.8542 X 10- 12 F m- I 
h = 6.6261 x 10-)4 1 s  

11 '" hl2ll '" 1.0546 x 10" )4 1 s 
R,." = 1.0974 X 10' m- I 

c ", 2.9979 x 10' m s-' 
0"= 5.6704 x 10-* Wm-2K-4 

g=(9.7803 +0.0519 sin24>_ 3.1 x 10-6 H) m s "  2 
4> = latitude; H = height above sea level in metres 

Fractional 
uncertainty 

8 X 10-' 
4)( 10-8 
8 X 10-' 
4 x lO-' 
2 )(  10-6 
4 x 10-' 
4)( IO-i 
4)( 10-9 
4 X 10-9 
1 .5 )( 10-.1 
4 X 10-' 
4)( 10-' 
8)( 10-' 
8 )(  10-' 
8 x IO-� 
2)( 10-6 
2)( 10-6 
4 x 10-' 
wo 
8 X 10-' 
8)( IO-� 
8 )( 10-12 
U'" 
7 X 10-6 

The values of the physical constants, other than g, are taken from Mohr and Taylor 2000. 
The eltpression for g is taken from Kaye and Laby 1995, p. 193, and gives values correct to 
about 5 x 10-4 m S-2. 
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Mathematical tables 

Table H.1. Values of the Gaussian function and the Gaussian 
integral function 

1 
f(') = V(2.) "p(-,' /2) .(,) = / m [ "p( -t' /2) dt 

fez) <p(l) II') 4>(1) 
0.0 0.3989 0.0000 2.0 0.0540 0.9545 
0.1 0.3970 0.0197 2.1 0.0440 0.9643 
0.2 0.3910 0.1585 2.2 0.0355 0.9722 
0.3 0.3814 0.2358 2.3 0.0283 0.9786 
0.4 0_3683 0.)108 2.4 0.0224 0.9836 

0.5 0.3521 0.3829 2.5 0.0175 0.9876 
0.6 0.3))2 0.4515 2.6 0.0136 0.9907 
0.7 0.3113 05161 2.7 0.0104 0.993\ 
0.8 0.2897 05763 2.8 0.0079 0.9949 
0.9 0.2661 0.6319 2.9 OJXl60 0.9963 

1.0 0.2420 0.6827 3.0 0.0044 0.99730 
I . ]  0.2119 0.7287 3.1 0.0033 0.99806 
1.2 0.1942 0.7699 3.2 0.0024 0.99863 
1.3 0.1714 0.8064 3.3 0.0017 0.99903 
1.4 0.1497 0.8385 3.4 0.0012 0.99933 

1.5 0.1295 0.8664 3.5 0.0009 0.99953 
1.6 0.1109 0.8904 3.6 0.0006 0.99968 
1.7 0.0940 0.9109 3.7 0'<1004 0.99978 
1.8 0.0790 0.9281 3.8 0.0003 0.99986 
1.9 0.0656 0.9426 3.9 0.0002 0.99990 

4.0 0.0001 0.99994 



'94 Appendix H 

Table H.2. Values of x' for given v and P 

P is the probability that, for \I degrees of freedom, X2 should be as large or larger 
than the tabulated value. 

p 

0.99 0.975 0.95 0.90 0.75 0.50 

0.000 16 0.00098 0.0039 0.0\58 0.102 0.455 
0.0201 0.0506 0.10) 0.211  0.575 1.386 
0.115 0.216 0.352 0.584 1 .213 2.366 

4 0.297 0.484 0.7 1 1  1064 1.923 3.357 
5 0.554 0.831 Ll45 1.610 2.675 4.351 

6 0.81 1.24 164 2.20 3.45 5.35 
7 1.24 1.69 2.17 2.83 4.25 6.)5 
8 1.65 2. 18 2.73 3.49 5.07 7.34 
9 2.09 2.70 3-33 4.17 5.90 8.34 

10 2.56 3.25 3.94 4.87 6.74 9.34 

I I  l05 3.82 4.51 5.58 7.58 10.34 
12 3.57 4.40 5.23 6.)0 8.44 1 1 .34 
13  4. 1 1  5.01 5.89 7.04 9.30 12.34 
14 4.66 5.6] 6.57 7.79 10.17 13.34 
15 5.23 6.26 7.26 8.55 1 1.0<1 14.34 

16 5.81 6.91 7.96 9.31 1 1.91 15.34 
17 6.41 7.56 8.67 10,09 12.79 16.34 
1 8  7.01 8.23 9.39 10.86 13.68 17.34 
19 7.63 8.91 10.12 1 1 .65 14.56 18.34 
li) 8.26 9.59 10.85 12.44 15.45 19.34 

22 9.54 10.98 12.34 14.04 17.24 2 1 .34 
24 10.86 12.40 1 3.85 15.66 19.04 n34 
26 12.20 13.84 15.38 17.29 20.84 25.34 
28 13.56 15.31 16.93 18.94 22.66 27.34 
JO 14.95 16.79 18.49 20.60 23.57 29.34 
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P 

0.25 0.10 0.05 Om5 0.01 

1.32 2.71 3.84 5.02 6.64 
2.77 4.61 5.99 7.38 9.21 
4.11  6.25 7.81 9.35 1 1 .34 

4 5.39 7.78 9.49 1 1.14 13.28 
5 6.63 9.24 1 1 .07 12.83 15.09 

6 7.84 10.64 12.59 14.45 16.81 
7 9.04 12.02 14.07 16.01 18.48 
, 10.22 13.36 15.51 17.53 20.09 
9 11.39 14.68 16.92 19.02 21.67 

10 12.55 15.99 18.31 20.48 23.21 

" 13.70 17.28 19.68 2 1 .92 24.72 
12 14.85 18.55 21.03 23.34 26.22 
13 15.98 19.81 22.36 24.74 27.69 
14 17.12 2 1 .06 23.68 26.12 29.14 
IS 18.25 22.31 25.00 27.49 30.58 

16 19.37 23.54 26.30 28.85 32.00 
17 20.49 24.77 27.59 30.19 33.41 
l'  21 .60 25.99 28.87 31.53 34.81 
19 22.72 27.20 30.14 32.85 36.19 
20 23.83 28.41 31.41 34.17 37.57 

22 26.04 30.81 33.92 36.78 40.29 
24 28.24 33.20 36.42 39.36 42.98 
26 30.43 35.56 38.89 41.92 45.64 
" 32.62 37.92 41.34 44.46 48.28 
30 34.80 40.26 43.77 46.98 50.89 



Solutions to exercises 

3.1 The value of the mean \s 9.803 m S-2, and the values of the residuals in units of 
10-2 m S-2 are I, - 1, 4, I, -5, - 1 ,  3, giving 'L,dl :  54. Dividing this by 
/1- I >= 6, and taking the square root, gives I] = 0.030 m s -2. O"m:= 0.0301.)7 
:=0,011 ms-1. The group result is thus g =  9.803 ± 0.0 1 1  m $-2. 

If you have a C"dlculator programmed to calculate standard deviations, try 
feeding in the values of g, and check that you get the same value for u. Note that 
the calculator gives 11, and not Um" Some calculators are programmed to calculate 

.t (equation 3.14), nlther than u, i.e. the quantity Ed; is divided by n instead of 
n - I .  You can check your own calculator by feeding in the numbers 9 and I I , for 
which 11 = .)2 and s =  I .  

3.2 The values of £ and the standard errors are given in units of lO" Nm-1. 

3.3 

Newton's rings ellperiment. The mean value of £ is 1.98. The value of () is 0.25. 
Dial indicator ellperiment. The mean value of E is 2.047. The value of (} is 0.028 

Dividing (} by ,,110 to obtain (}m we have 

Newton's rings experiment 
Dial indicator experiment 

E= 1.98 ± 0.08 
£=2.041 ± 0.009. 

The difference between the two mean values is slightly less than the standard 
error in the Newton's rings value, so there is little evidence for a systematic 
difference between the two experimental methods. 

(a) 0.00266, 
(d) 0.683, 

(b) 0.0161 ,  
(e) 0.954, 

(c) 0.00036, 
(f) 0.991. 

The fraction of readings between x and .'( + d.x is/(=) d:, where/(:) is defined on 
p. 25 and tabulated in Appendill H.I;:: = x/f}. Forellucises (a) to (c) dz = 0.1/15.0. 
So the answer to (a) is 0.399/150=0.00266. The answers to (d), (e), (f) are.given 
by the values of .p(:) for z:= I, 2, 3. 

3.4 For the distribution of single measurements, the mean is 

/"=(-1 xO.9)+(9 xO.I)=0. 

Since the mean is zero, the variance (71 is the mean square value of the 
measurements themsdvc:s, weighted by their probabilities, i.e. 

u2 = [(_Ill X 0.9] + (92 x O.IJ = 9. 

For a sample: of three values we have to consider the possible combinations of - I 
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and +9, of which there are four. They are listed here with their probabilities and 
means. 

Sample Probability Mean 

- I ,  - 1 , - 1 (0.9)' _ 0.129 - I  
- I, - I , 9 (0.9)2 x(0. I ) x 3  = 0.243 113 
- I,  9, 9 (0.9) x (0. 1)1 x 3 = 0.027 17/3 

9, 9, 9 (0.1)1 = 0.001 9 

For the distribution of the means of three values, the mean is 
/.f.m =( - I  x 0.129) + (713 x 0.243) +( 1713 x 0.027)+ (9 x 0.001) =0, 

as we would expect. The standard deviation 0"", is given by 

u;. = [(_1)1 x 0.129] + [p/3)2 x 0.243] + [(17/3)2 x 0.027J 
+[92 x 0.0011 = 3. 

Thus O"m := 0"1";3. 

4.1 In the following solutions. g(A) means the% standard error in A, i.e. 
g(A) = lOOaA/A. 

(a) g(A) = 4, g(Al) = 8, 
Z = 625, 6Z:= 625 x 8/100 = 50, 

Ih' 

10' 

Id, 

loJ 

Z - 625 ± 50. 

2B:=90±4,  
Z= 1 0 ± 5. 

g(C) = I ,  g(C!) = 2. 
g(D) = 8, g(d) := 12, 

E =  C1 + D! = 3500. 
f1E = (502 + 12()l)! := 130. 

g(A) = 3, g(B) = 5, 
g(Z) = (32 + 51 + 3.72)! = 6.9, 

Z - }50 ± 24. 

6(ln B) 6B/B 0.02 0.43 
1nB :=- In'B = 4.61 = 100 ' 

g(Z) = (0.62 + 0.432)! := 0.74, 
Z - 46.1 ± 0). 

g(A) = 4, g
G) 

= 4, 
1 

A "" 0.0200 ± 0.0008, 

Z - 0.9800 ± 0.0008. 

Cl = 2500 ± 50, 
Il:= 1000 ± 120. 

g(E) "" 3.7, 

4.2 (a) The measured values of I"., Ir J, are indept:ndent. From Table 4.1 (ii), the 
standard error in the volume is therefore 

� ""' 0.02%. 

(b) The measured values are not independent. An increase in tempt:rature causes 
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all three lengths to increa� by the same frActional amount. The situation is 
represented by (4.9) with n ,:: 3. The standard error in the volume is therefore 0.03%. 

In practice. variations in the measured values of the length could be due to 
both instrumental errors and temperature fluctuations. II would be necessary to 
decide the contributions of each in order to estimate the crror in the volume. 

4.3 The values and standard errors of the slope aTC: 

Method Slope/lJ,m kg-I 
least squares - 349.2 ± 1.9 
points in pairs -350.1 ± 2.0 

The calculation by the method of least squares is made easier if the values of x are 
taken to be 4W, where Wis in kg. Then .f and all the (Xi-X) are simple integers. 

4.4 The values and standard errors of the slope are 

Method Slope/mV K - !  
least squares 

errors only in Y 
errors ollly ill T 

points in pairs 

2.551 ± 0.041 
2.556 ± 0.041 
2.542 ± 0.053 

The values are given to 3 decimal places for purposes of comparison. but 
normally these results would be quoted to only 2 decimal places. 

Notice that the results of the two least-squares calculations are quite close. In 
fact therc are probably errors in both the voltage and temperature readings, but a 
calculation that takes this into account requires a knowledge of the relative errors 
in V �nd T. The value of the slope of the best line when there are errors in both 
variahles always lies between the two values corresponding to errors in only one 
or other of the variables (Guest 1961, p. 131). Since these two values are usually 
quite close, calculations are usually done on the assumption that only one of the 
variables is subject to error. 

4.5 Weight ellch value of r inversely as the square of its standard error tlr, putting 
the weight If ::  10/(.6.r)l. 

", tlr /s ". "·r /s 
881.6 3.0 l . l l  986 
893.5 5.3 0.36 3 1 8  
8811.4 3.3 0.92 816 
882.6 2.7 1.31 121 1  

. E wr 3331 
The weighted mean is T = L: \oJ' = 

3.16 
:: 886.5 s. 

To calculate the standard error in t we note that a weight of I .  I I corresponds to a 
standard error of 3.0 s. The wei8�t of i is 3.16, so its standard error is 

[1 . 1 1] ' 

3.16 
x 3.0 :: 1.6 s. 

Thus r = 886.5 ± 1.6 s 



4.6 From (4.30) 
Th� 
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d; =y; - mx; - c. 
'£d; = '£YI -m'£x; - nc 

= 0 from (4.26). 

Multiply the expression ford/above by X; and sum over i. This gives 

Lx;d; = ,£X;YI - m,£xf - cEx; 
= 0 from (4.25). 

It may be noted that (4.26) comes from the rdation &S/& = O. Thus the rdation 

'£d; = 0 follows from the presence of the constant c in the function y=mx+c. 
For the best line through the origin, y=mx, the rdation Ed; = 0 does not hold. 

The relation E x;d; "" 0 holds in both cases. 

4.7 There is no error in X" Therefore the error in m, = y;lxl is Cl.m; "" Cl.Yllx;. The 

error Cl.y; is the same for all the points. Therefore Cl.m; IX Ilx;. giving a weight 

11'1 ex: xf. The vveighted mean of the y;/x; values is thus 

5.1 

Lxf.€ _ EXiY; 
I>l - '£· \7 ' 

M p = - .  ,be 
The fractional error in p due to each measured quantity is equal to the fractional 

error in the quantity. The fractional error in b - 10% - entirely dominates the 
others. The error in p is therefore 10% (The term 'error' in this and following 

solutions refers to standard error.) 

(b) a1 = 6400 ± 160 mm1, 
Ir >= 100 ± 20 mmI. 

The error in a1 now dominates that of b2• The error in u2 +b2 is 2.5%. The error in 

M is negligible by comparison. The error in I is therefore 2.5% and comes entirely 
from the error in u. 

S.2 The error in ¢i I C is 3%. The error in r is 2%; so the error in ,4 is 8%. The error in I 
is negligible. The error in n is (31 + 8l)! = 8.5%. Therefore 

n =  (S.0± 0.7) x 1010 N m-1. 

Notice that a quantity raised to a high power needs to be measured relatively 

precisely. 

5.3 Substitution gives 

Tl + Tl 
A = � = 8.0263s1 m-l , 

B =  T; - TJ = O.0199 s1 m-l , 
hi - Ill 

Z = Sn2 = 14 + B = S.0462 S2 m-' . 
g 

'99 



Solutions to eKercises 

The calculation of the error is stnlightforward. An interesting feature is that 
though A is very much larger than B, the error due to T. comes largely from the B 
term. The latter contributes (h. + hl)/2h. = t of the error due to T • .  The errors 
from h. and h2 are negligible. The errors in Z due to the errors in T., T2, H are 1, 
3, 3 x  10-4 s2 m- ' and these combine to give a total error of 8 x  10-4 sl m-I . 
The final result is 

g :=  9.8129 ± 0.0010 m S·1. 

5.4 Calculate jj for the three pairs of values (i) A, D; (ii) A + 6A, D; (iii) A, D + 6D. 

5.5 

From the sine values of (A + D) 12 and A 12, the three values of jj are 
0.1435 0.1445 0.1455 
0.5023 ' 0.5035 ' 0.5023 

. 

These 8ive �jjA '" 0.002, C::.jjD := 0.004, 
whence �I:= 1.480 ± 0.004. 

jl.v = In /o - In 1 = 0.7829. 

The simplest way of finding the error is that of direct substitution. Thus 

In (/0 + 6/0) - In 10 '" 0.006, 

In (l + C::.1) - In l  := 0.011.  

These give a combined error of 0.012, i.e. 

Jl. ... "' 0.783± 0.012 . 

. � '" 10 mm with negligible error. Therefore 

jj o: 18.3 ± l .2 m- l .  

The expression for the error given by the formal method (section 4.1 (b)) is 

I""J'-i  [ (�H �:.)'] + ("�")'. 

which is not difficult to evaluate. (Again the term in 6x is negligible.) But you 
have to be able to derive the expression corroc:tly in the first place. You are less 
liable to make mistakes with tbe simpler method of direct substitution. 

5.6 As in exercise 5.5 the error C'.l.n be evaluated either by diroc:t substitution or 
formally. Since n and d are fixed, ). oc sin 8. Evaluate sin e for 0 and 0 + 60. The 
results are 0.1959 and 0.1985, giving 6)./';' := 1.3%. Since £ ex (mOmentum)l 
CI. 1/.;.2, 6£/£ := 26J./). = 2.6%. The expression given by the formal method is 
6£/£ -= 2 cot060, where 

5.1 We have 

9 , 
t::.fJ := 6(j x 

180 
rad. 

f' L o:.. "£. 



Solutions to exercises 

Denote the fractional increases in I and £ by 'f and 't:;- Then the fractional 

increase in L is 

'I. ". 2'1 - 'c· 

Since the rise in temperature is 10 K, 

a- :=  'diO 
:= (-0.500 + 0.520) x 10-1 X 10-1 

- 20 x  10-6• 

The error in 2'J is 4 x 10-5; the error in 'A" is 3 x 10-'. The error in 'L is therefore 

5 x  IO-' and theerror in a- is 5 x 10-6. 

The method is a bad one. The two primary quantities 'I and 't:; are measured to 

beller than I part in 100, but the value of a- is only good to I part in 4. This is an 

example of Case II, p. 48. 

6.1 (a) Let the interval between flashes be 

I To :=1o" 
Suppose thatlis slightly greater than m/o. Then in time To the object will make m 
revolutions plus a small fraction 6 of a revolution. The body is actually rotating 

with frequency 

m + '  1 := --y;- := (m + 6)fo, 

but it appears to be rotating with frequency 

, j.pp := To :=  610 =1 - mfo. 

The sense of the apparent rotation is the same as that of the actual rotation. If lis 
slightly less than m/o, the quantity 6 is negative and therefore law is negative. The 

body appears to be rotating in the opposite sense to that of the actual rotation. 

If I is exactly equal to m/o the body appears stationary. This can sometimes 

happen with fluorescent lighting. where the variation of illumination as the mains 

voltage varies sinusoidally is much more marked than with a filament bUlb. For 

this reason it is dangerous to have fluorescent lighting in workshops with 

machinery rotating at high speeds. 

(b) I := mfo +j�w' 
nifo = 500.00 ± 0.05 Hz, 
/.pp := 0.40 ± 0.05 Hz. 

Therefore 

I := 500.40 ± 0.07 Hz. 

'" 
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6.2 

solutions to e�ercises 

CommtnlS 
The stroboscope, like the beat method of measuring frequency, is an example of 

the Case I situation where we measure the difference between two nearly equal 

quantities, ont of which is known to high precision. Another example is the 
doublet me/hod in mass spectroscopy, where the mass difference between two ions 

of nearly equal mass. such as the deuterium atom and the molecule of light 

hydrogen, is measured, and the value combined with the precisely known mass of 

one of them. See Squires 1998 for further discussion of the method 

For 20 swings, I = 40.8 ± 0.2 s. Therefore 

T :=  2.04 ± 0.01 s. ( I )  

With this approximate value of  T, we see that t = 162.9 s corresponds to about 
Nj = 80 swings. Try Nj = 79, 80, 8 1 .  The results are 

Nj = 79, T = 2.0620 ± 0.0025 s, 

Nj .:: 80, T .:: 2.0363 ± 0.0025 s, 

T .:: 2.01 1 1  ± 0.0025 s. 

Only the value 

T .:: 2.0363 ± 0.0025 s (2) 

is consistent with (I). So Nj : 80, and we now have a more precise value of T, 

which serves to fix the value of N for the next measurement. 

The time 1 =653.6 s corresponds to about 320 swings. We try values of Nl in 
this region. The results are 

Nz = 319, 

N2 = 320, 

Nz = 321, 

N2 .:: 322, 

Only the value 

T .:: 2.0489 ± 0.0006 s, 

T = 2.0425 ± 0.0006 s, 

T = 2.0361 ± 0.0006 s, 

T = 2.0298 ± 0.0006 s. 

T = 2.0361 ± 0.0006 s 

is oonsistent with (2). So Nl = 321, and the value of Tis given by (3). 

COmmtlllS 

(3) 

Clearly, the principle of the method is that each measurement gives a value of T, 
which enables us to determine the integer for the following measurement, and 

thus obtain a more precise value of T. Only the swings in the initial measurement 

need be counted. Note that the factor by which the timing period is increased in 
suc«ssive measurements - 4 in the present exercise - depends on the value of .111. 
If this error were larger, the factor would have to be reduced in order 10 obtain an 

unambiguous value of the integer. 

The method of exact fractiOns in high-precision interferometry is based on 

similar reasoning. In this method the optiC"d1 path Ienglh in an interferometer is 
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determined for monochromatic light of three known wavelengths i.l, J.2, 1]. The 

path length is given by 

(4) 

where the three liS are integers and the three Is are fractions. Only the three 

fractions are actually measured. but an approximate knowledge of d suffices to 

identify the three integers, and hence to determine d to much higher precision. See 
Ditchburn 1952. p. 283 for details of the method. 

7.1 For a sinusoidal voltage of angular frequency w = 2111, the impedence of the 
capacitor is I Ij w C. j = /( - I). Therefore 

7.2 

Yc l/jwC I 
VQ 

- ( l/jwC) + R - I + jwCR' 

I*I� (I + jwCR)(1 j wCR) 

which gives the required result. 

{)'V: = (dYjd/:){).I: 

= 3 )( 0.02 )( 10-3 >= 6 )(  10-)Y. 

Therefore {)' V; I Y:>= IO-s. 

7.3 Outside the Earth's surface. g is proportional to I I Rl. where R is the distance 
from the centre of the Earth. Therdore a decrease in g of {).g corresponds to an 

increase in height l:J.h, given by 

l:J.g >= 2 {).h , 
g R, 

where RE• the radius of the Earth, is 6400 km. Thus 

l:J.h >= � )( 6.4 )( 1Q6 )( 10-1 >= 32 mm. 

12.1 The values used for the atomic constants in these solutions are appro.imate ones 

that you will find it useful to remember. In fact the values of these constants are 

probably known to a few parts in 107. 
(a) 6O W. 
The thermal conductivity of copper at O·C is 385 W m -I K - I. The calculation 

assumes no heat loss along the rod. 
(b) The readings are too low by about 0.010"/',. The linear Cllpansivity i� about 10 
to I I )( 10-6 for most kinds of steel. 

(c) (i) 0.0199 n. (ii) It increases by 0.0017 n. 
The resistivity of copper is 1.56)( 10-8 n m at O°C and it increases by 0.4% per 

degree rise in temperature 

(d) 4.1 mY. 
(e) (i) 0.25 m s- l. (ii) 0.45 ms- l. 

"3 
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Solutions to e�ercises 

At 20�C the viscosity of water is 1 .00 )(  10-.1 N s m-2, and at sooe it is 

0.55 x 10-.1 N s m _2. 

(f) IHN. 

The Young modulus of steel is 2.1 x lO" N m-l. 
(g) 1.29 m. 

The speed of sound in air at O°C is 33 I m s - t. 

(h) 1 .9kms- ' . 

The result may be obtained from the equation 
.-

m, the mass of the hydrogen molecule, is 2 x 1.67 x 10-27 kg, and k, the 

Boltzmann constant, is 1.38 x 10-23 J K - I. 

(i) G:6.7 x lO- I ' N m1 kg-1. 

Use the equation 

GM 

K := R� , 
where M is the mass and RE the radius of the Earth. The mean density of the 

Earth is 5500 kg m-1, and its radius is 6400 km. g = 9.81 m s _2. 

(j) TypiC".tl wavelengths for red, green, and violet light are 700 nm. 550 om. and 
400 om. The values give (i) 710 lines per mm. (ii) 23.1°, (iii) 16.6". 

(k) 18 w. 
Stefan-Boltzmann constant U= 5.67 )( 10-1 W m-l K _4. 

(I) (i) 1.9>< 107 m s- l. (ii) 39 pm. 
mass of electron ,,� = 9. 1  >< 10-31 kg. 
elementary charge e :=  1.6 >< 10-19 C, 
Planck constant 11 :=  6.6 >< 1O-}4 1 s. 

(m) 0.29T. 
mass of proton 

(n) 91 nm. 
m,, = 1 .67 >< 10-H kg. 

The answer is the reciprocal of the Rydberg constant 

R = 1 . 10 ><  107 m-I . 

(0) 931 MeV. 

The mass in kilogrdms of a particle of atomic weight unity is 10 -) INA. where 

Nil. =6.0 >< lOll is the Avogadro constant. 

(a) 

speed ortight c := 3.0 >< lOS m S-I. 

if the lis are small compared with I. So the answer is 

I + 0.000 25 + 0.000 41 - 0.000 13 = 1.000 53. 

(b) _'_ ::::: 1 _ 2li if li « l . 
(I + 6)1 
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� is appro.imately 9/72 000, so 912.64 must be reduced by 18 parts in 72 000, thai 
is, by I part in 4000, which is 0.23. The answn is 912.41. 
(c) (9.100)\ := j )<f (I + �)! 

>::: 3 x (l + til) 
:= JOI7. 

"5 



Some useful books 

T«hniques and experimental methods 

Oekhar, T. A. 1993. Vacuum Physics and T�chniqul!s, Chapman & Hal1. 

Hablan!an, M. H. 1997. High.Vacuum Ttchnology: A Prat/iea/ Guide, 2nded., Marcel Dekker 

Electronics and instrumentalion 

Franklin, G. F., Powell, J. D., and Emami-Natini, A. 1994. Fudback Control of Dyrwmic 

Sysltms, 3rd ed., Addison Wesley. 

Horowitz, P. and Hill, W. 1989. TM Art of Elutronics. 2nd ed., Cambridge University 

Press 

Streetman, B. G. and Banerjee, S. 2000. Solid-Stall £Itc/fonic Devitts, 5th ed., Prentice-Hall. 
TaUT, Y. and Ning, T. H. 1998. Fundammtals of Modern VLSI Dtvicts, Cambridge 

University Press. 

Yu, P. Y. and Cardona, M. 1996. Fundammtals of Semiconductor.r.- Physics and Materials 

Propertits, Springer. 

Mathematics 100 malhemalical llllbies 

Abramowitz, M. and Stegun, L A. 1%4 Handbook 0/ Marhtmalical Funclions, National 

Bureau of Standards, reprinted by Dover PUblications. 1910. 

Lindley, O. V. and Scott, W. F. 1995. NtH' Cambridgt Slalistical Tablts, 2nd cd., 

Cambridge University Press. 

Press. W. H., Flannery, B. P., Teukolsky, S. A., and Vetterling, W. T. 1990- 1991. 

NumErical Rtl"ipts: Tnt Art o/Scientific Compuling. Cambridge University Press. 

This is a series of books giving programs for a wide nmge of mathematical 
operations and functions in sever.!l com�uter languages. Some of the books are 

available as CD-ROMs and diskettes. 
Riley, K F., Hobson. M. P., and Bence, S. 1. 1991. Mathematical Mtthods/or Physics and 

Engineering. Cambridge University Press. 

Scientific writin!!: 

Dampier. W. C. and Dampier, M. 1924. Editors. Retldings ill Iht Lileralure 0/ ScienCf. 

Cambridge University Press, reprinted by Harper & Brot.hers, 1959. 

Burchfield, R. W. 1996. Tht Ntw Fowlers Modem English Usage, Oxford University Press. 

Quiller-Couch. A. 1916. The Art a/ Writing. Cambridge University Press. 

SCitntific Stylt and Format: Tht CBE Manual/or Authors. Edilors. (lnd Publishtrs. 6th cd .• 

1994, Cambridge University Press. 
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abslract of paper, 152 
accderation due to gravity: su g 
acuity, vernier, 74 
algebra,cbecking, 148-50 
ambiguity in record, J 31-2 
ampere. definition of, 191 
amplifier, 

bandwidth of, 66, 84, 93 
lock-in, 79-80. 82-5 
negative fe..dback in, 64-7, 105 
operational. 79, 81-3, 206 
stability of, 67 

apparatus 
design of, 122, 206 
placing of, J 19 

argon, discovery of, 114-15 
arithmetic, 144-51 

checking. 146-8 
reducing mistakes in, 145-8 

arithmetic mun: .,« mean 
atomic dock; see caesium atomic clocl:: 
luomic miss un;I, 151, 192 
authors. instructions 10. 155-6 
average over distribution, 12 
Avogadro consUn1, 192.204 

backlash, 59 
bandwidth, 66, 84, 93 

nanowing, 84 
bealS. 62-4 
best value, defined, 2J 
binary counter, 80 
binomial dimibuI;on, 171-3, J 83 

standard deviation, 172-3 
Boltzmann con$tant, 35, 70, 192 
Brownian motion, 69-70 

caesium atomic clock, 94-6 
fountain l�hnique. 96 
laStr cooling, 96 

uJculating devices, 144-5 
caJculator. 16_17,145 
calibration, 57 

curve. 13), 135 
empirical,75 

calipers, vernier, 59-60 
caloric. 190 
candela, definition of. 191 
cathetometer, 59 
cathode rays, 153-4 

central limit tilcorem, 22 
c,g,s. units. ISS, 19(1 
charge, dementary, 8, 192 
checking 

algebra. 148-50 
arithmetic, 146-S 

chi-squared el) distribution, 176- 87 
comments. 186- 7 
constraints. 182 
degrees of freedom, ISI-2 
derivation, 177-80 
goodness of fit test, 182-6 
table of probability values. 194-5 
worked examples, 184-6 

Clarity 
in record, 130-2 
in scienlific writing. 156 

cleaning optical equipment, 1 1 8  
Cohen and DuMond, 114n 
compensator in Rayleigh refr.lctometer, 75 ·6 
computer, 17, 32-6, 144 
constants. physical, 192 
converter, digilaHo·analogue. 81 
Coordinated Universal Time, 97 
copying in record. 126 -7 
corrections. calculated and empirical, 109-1 I 
counter, binary, 80 
current generator, 81-2 

Debye theory of specific heats, 139-40 
decimal factors for units, 190 
definition, operational. 5S 
degrees of freedom. 181-2 
design of apparatus. 122, 206 
deuterium. discovery of. I I 5 
diagrams. 127-9 

in a paper. 155 
diffraction effect, I I I  
digitaJ.to-analogue converter, 81 
dimensions, 148-9. ISO 
dispersion effect 

in refractometer. 77 
in waves. 108 

distribution, 10-14 
average over. 12 
binomial, 171-3.IS3 
chi.squared (Xl), 176-87 
function, 1 1 - 1 2  
Gau»ian: IU Gau»ian distribution 
Poi»on.23, I73-5 



dimibution jconld) 
standard devi'lIion of, 12 

doublet metbod in mass sptttrO$eopy, 202 
drift, 105 

Eartb 
mean density of, 204 
radius of, 204 

e�trical resistivity of copper, 203 
eitttriC" ... 1 units, 190 
electron volt, 188, 190 
empirical c"Jibration. 75 
energy 

equipartition of, 70 
units, 190 

error 
calculations, 43-6, 50 
final quoted, 45-6 
in function, 27-30. 46-8 
indication on graph, 141 ·2 
paraUa�. 55-6 
probabk. 21 
random. 6 .. 8 
standard: $« Standard error 
systematic, 6 .. 8, 45, 102 
worked e�ample, 16 
uro: su uro error 

errors 
combination of, 28-30, 43-6 
contributing, non<ontributing, 44-5 
and uperimental procclure. 48-9. 1 1 7  
independent, dependent, 27. 41 
summary of treatment, 50 

euct fractions, metbod of, 202-3 
expansion, thermal.61 -2, 105 
Excel " 33. 144 
eyepiece, cylindrical,74-5 

feedback 
negative, 64-7, 105 
positive. 67 

filter, low'pass, 83-4 
lIicker noise, 71 
lIuorescent lighting, 201 
Fourier analysis, 70 
frequency. 

measurement of, 63 ·4 
of optical $Ource. I 16 
response of amplifier, 66. 84, 93 
standards, 94-8 

fringes. wbite·light. 76·8 
Froome. I I O- I I . l lt i  
function. error in. 27-30. 46-8 
fused silica, 61 2 

g, acceleration due to gravity 
ab$Olute ffiC;uuremelll of, 86-94 
relative measurement of. 1 12-13 
tidal variation in, 93-4 
value of, 192 

G. gravitational conSllnt, 151.  192, 204 
8al, 89n 
gauge block, 58. 61 
gauss, 190 
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Gaussian distribution, 1 8 ·2) 
standard deviation of, 19 
validity for measurements, 22-3 
vuiance of r for, 164-5 

Gaussian function 
evaluation of integrals. 161-3 
values of. 193 

Gaussian integral functioll, 19-21 
values of. 193 

General Conference of Weights and Measures, 
188 

Global Positioning System. 98- 101 
applications, 100-1 
correction to receiver clock, 99-100 

goodness of fit test, 182-6 
grapb paper, 136· 7 
grapbs, 133-43 

hints on drawing, 138-40 
indicating errors on, 141-2 
scale for. 137-8 
sensitivity of, 142_3 
symbols in. 139-40 
as visual aids, 133-4 

gravimeter, 
absolute, 94 
spring. I l2-13 

histogram, 10-11 
hunting, in servo system, 69 

I, use of in scientific writing, 157 
independent errors. 27, 41 
inde�. 152 
instructions to authors. 155-6 
instrumental variation. 105 
integral function. 19· 21 

for Gaussi"n distribution, 19-21 
vall.lesof, 193 

integrals of Gaussian function, 19, 161 -3 
International Atomic Time, 97, 100 
International Bureau of Weights "nd Measures, 

97 
intrinsic gain of amplifier, 64 
Invar, 61 
isolator, long.period, 90-2 

Johnson noise, 70 
Joseph$On, ac effcct. 86 

Kater's pendulum. errors in. 51. 86 
Kaye and Laby. 129. 131,  150 
kelvin, definition of, 191 
kilogram, definition of. 191 

laser, 87 ·8, 1 1 6  
kap second, 97 
least squares. metbod of, 30·6, 88, 166-70 
Legendre, 31 
length 

measurement of. 55-62 
temperature effect, 61-2 

lenses. care of. 1 I 8 
light intensity, measurement of, 84-5 
light, speed of, I 10-11, 1 1 5-16. 192 



lighting, 1 19 
Ruore$Cenl,201 

liquid, tranSmi»;on of light through. 109-10 
long-period isolator, 90-2 
loose·lcaf record. 125-6 

magnetic field, measurement of, 96-7 
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